
9 7 7 2 2 2 3 8 9 0 0 0 3

JO
U

R
N

A
L

O
F

P
R

IN
T

A
N

D
M

E
D

IA
T

E
C

H
N

O
L

O
G

Y
R

E
S
E

A
R

C
H

2
(2

0
1
3
)3

,
1
2
5
-2

1
4





C. SÖDERGÅRD: A WORD FROM THE GUEST EDITOR  -  J. PRINT MEDIA TECHNOL. RES. 1(2013)3, 129 125 

21 Dec. 13 Proof version 2 JPMTR-3-13 Editorial-V3(sl/ml) 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 

3-2013 
 

 
 

September 2013 
 
 
 
 

Thematic issue 
Content technologies 

 
Guest Editor 

Caj Södergård 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

J. Print Media Technol. Res. 2(2013)3, 125-214 



126  CLAYPOLE, T. C., A WORD FROM THE GUEST EDITOR, J. PRINT MEDIA TECHNOL. RES. 1(2012)3, 139-140 

21 Dec. 13 Proof version 2 JPMTR-3-13 Editorial-V3(sl/ml) 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Printed in Croatia by Narodne Novine d.d. Zagreb 



C. SÖDERGÅRD: A WORD FROM THE GUEST EDITOR  -  J. PRINT MEDIA TECHNOL. RES. 1(2013)3, 129 127 

21 Dec. 13 Proof version 2 JPMTR-3-13 Editorial-V3(sl/ml) 

 

 
 
 
 
 
 
 
 
 
 
 
 

Contents 
 
 
 
A word from the Guest Editor 
Caj Södergård 129 
 
Peer reviewed papers 
 

Media experience as a predictor of future news reading 
Simo Järvelä, J. Matias Kivikangas, Timo Saari, Niklas Ravaja 131 
 
Software Newsroom - an approach to automation 
of news search and editing 
Juhani Huovelin, Oskar Gross, Otto Solin, Krister Lindén, Sami Maisala 141 
Tero Oittinen, Hannu Toivonen, Jyrki Niemi, Miikka Silfverberg 
 
Portable profiles and recommendation based media services: 
will users embrace them? 
Asta Bäck, Sari Vainikainen 157 
 
Knowledge-based recommendations of media content 
- case magazine articles 
Sari Vainikainen, Magnus Melin, Caj Södergård 169 
 
Learning user profiles in mobile news recommendation 
Jon Atle Gulla, Jon Espen Ingvaldsen, Arne Dag Fidjestøl, 183 
John Eirik Nilsen, Kent Robin Haugen, Xiaomeng Su 
 
UPCV - Distributed recommendation system based on 
token exchange 
Ville Ollikainen, Aino Mensonen, Mozghan Tavakolifard 195 

 
 
Topicalities 
Edited by Raša Urbas 
 

News & more 205 
 
Bookshelf 209 
 
Events 213 



128  CLAYPOLE, T. C., A WORD FROM THE GUEST EDITOR, J. PRINT MEDIA TECHNOL. RES. 1(2012)3, 139-140 

21 Dec. 13 Proof version 2 JPMTR-3-13 Editorial-V3(sl/ml) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



C. SÖDERGÅRD: A WORD FROM THE GUEST EDITOR  -  J. PRINT MEDIA TECHNOL. RES. 1(2013)3, 129 129 

21 Dec. 13 Proof version 2 JPMTR-3-13 Editorial-V3(sl/ml) 

 
A word from the Guest Editor 
 
Caj Södergård 
VTT - Technical Research Centre of Finland, Espoo 
 
E-mail: Caj.Sodergard@vtt.fi 
 
 
 

Content technologies provide tools for processing content to be delivered via any 
media to the target audience. These tools are applied in numerous ways in media 
production. Research into content technologies is very active and opens new 
possibilities to improve production efficiency as well as to enhance the user 
experience and thereby the business value of media products and services. 
 
This thematic issue focuses on several applications of content technologies. 
All papers address the user, and the ability to objectively measure and predict 
the responses various content causes in users is a much needed tool for the 
media professional. An emerging application proposed in this issue helps jour-
nalists find interesting topics for articles from the excessive information 
available on the internet. Another class of applications dealt with here is recom-
mending content to the users. Relevant recommendations motivate the user to 
visit and spend time on a web service. Recommenders are therefore important 
in designing attractive - and monetizable - digital services. As a consequence, 
this technology is found in many services recommending media items such as 
music, books, television programmes and news articles. The papers on recom-
menders in this issue cover the three main methods in the field - content-based, 
knowledge-based and collaborative - and they bring new perspectives to all 
three. One such novel perspective which has been evaluated in user studies is 
that of a portable personal profile. 
 
Most of the included papers are outcomes of the Finnish Next Media research 
program (www.nextmedia.fi) of Digile Oy. Next Media has run from 2010 
through 2013 with the participation of 57 companies and eight research 
organisations. The volume of the program has been substantial; annually around 
80 person years with half of the work done by companies and half by research 
partners. The program has three foci: e-reading, personal media day, and 
hyperlocal. The papers in this issue represent only a small part of the results of 
Next Media. As an example, during 2012 the program produced 101 reports, 
most of which are available on the web. 
 
Even if this thematic issue is centred on work done within the Finnish Next 
Media program, content technologies are of course studied in many other places 
around the world. The paper by NTNU in Norway presented here is just one 
example. Computer and information technology departments at universities and 
research institutes often pursue content related topics ranging from multimedia 
"big data" analysis to multimodal user interfaces and user experience. In the 
upcoming EU Horizon 2020 program, "Content technologies and information 
management" is a major topic covering eight challenges. This will keep the 
theme for this thematic issue in the forefront of European research during the 
years to come. 
 
 
 
Caj Södergård, guest editor of this issue of JMTR, holds a doctoral degree in Information Techno-
logies from the Helsinki University of Technology. After some years in industry, he has held posi-
tions at VTT as researcher, senior researcher, team manager and technology manager. His work has 
resulted in several patents and products used in the media field. Currently Caj Södergård is Perma-
nent Research Professor in Digital Media Technologies at VTT. 
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Media experience as a predictor of future news reading 
 
Simo Järvelä 1, J. Matias Kivikangas 1, Timo Saari 3, Niklas Ravaja 1, 2 
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School of Business, Aalto University  matias.kivikangas@aalto.fi 
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  timo.s.saari@tut.fi 
2 Department of Social Research and 

Helsinki Institute for Information Technology 
University of Helsinki, Finland 

 
3 Department of Pervasive Computing 

Tampere University of Technology, Finland 
 
 

Abstract 
 
The newspaper medium is forced to evolve in the digital age. In order to transfer the core media experience of newspaper 
reading to new digital formats, its very nature must be examined. In an experiment with 24 readers of a digital newspaper, 
responses to seven different news sections (people, city, culture, opinion, business, foreign, sports) were measured with 
psychophysiological methods and self-reports and the differences in responses to them were examined. These data were 
then compared to actual reading behavior during a six week follow-up period to investigate how immediate media 
experience predicts future news reading. It was found that the news sections were differentiated by self-reported 
emotional responses and other message ratings (e.g., relevance to the self, interestingness, reliability), but not by physio-
logical responses. In addition, both self-reports and physiological responses (facial electromyography and heart rate) pre-
dicted news reading during the follow-up period, but the strength or direction of the association varied by news section. 
Different kinds of emotions predict future reading for different news sections, suggesting that people expect differential 
emotional experiences from different sections. 
 
Keywords: newspaper, readership, media experience, psychophysiology 

 
 
1. Introduction 
 
Newspaper is a classic media format currently under 
transformation into new digital formats. The question 
arises whether the core media experience is altered in 
this transformation and, if so, how. The term media ex-
perience refers to the equivalent of user experience but 
in the context of media consumption (Hassenzahl, 2008; 
Kallenbach, 2009; Beauregard and Corriveau, 2007). The 
newspaper reading experience is a multifaceted con-
struct (Calder and Malthouse, 2004) and emotions are a 
central element in it, as they are in any media expe-
rience (Ravaja, 2004; Helle, Ravaja and Heikkilä, 2011). 
We set out to study the relatively little researched con-
nection between the media experience and further news 
reading behavior. Other aspects of newspaper reader-
ship have been studied; such as what consumer demo-
graphics read which news sections (e.g., Bearden, Teel 
and Durand, 1978; Burgoon and Burgoon, 1980) and 
how the content characteristics in news predict news-
paper readership (e.g., McCombs, 1987). In more recent 
years, online news services and their readership have 

been studied in order to understand the transition to di-
gital media and the changes in readership that follow. 
For example, a study in 2004 compared the reading of 
different sections of two large circulation newspapers' 
paper versions to that of their online versions (d'Hae-
nens, Jankowski and Heuvelman, 2004) and found dif-
ferences in reading times both between the two papers 
and also between the various sections. They also found 
that previous interest predicted reading time of foreign 
news and business news in both paper and online ver-
sions. In the case of online news, several factors are re-
lated to the convenience of the medium which may drive 
adoption. In a study on news adoption to seek for in-
formation on public affairs, it was found that many rea-
ders turned to internet news sources instead of tradi-
tional media. Online news readers are also likely to pur-
sue their own interests in seeking and selecting news in-
stead of following the cues of news editors and produ-
cers (Tewksbury, 2003). Among the different reasons 
for adopting online news are ease and convenience, avai- 
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lability when you want it, timeliness and immediacy, and 
speed of news access (Conway, 2001). Salwen (2005) 
concluded that reasons for using online news include 
being able to get news at any time, being able to directly 
go to news of interest, easiness and quickness of keep-
ing up with news, convenience, exposure to interesting 
news stories while doing something else, being able to 
get different viewpoints, finding unusual news stories 
online, and being able to get more news than from con-
ventional sources. A recent extensive study by Nguyen 
(2010) found that factors reflecting how people inte-
grate online news into their everyday life also explain 
the success of online news: no cost, multitasking, more 
news choices, in-depth and background information, 
24/7 updates, customization, ability to discuss news with 
peers, and the existence of different viewpoints. Based 
on this research, it is evident that online news adoption 
is driven by factors that are related to many of the 
properties of the internet as a medium and the capacity 
of this medium to be adopted and domesticated into 
personalized uses of news as users see best, fitting it 
into their everyday life. While digitalization of news ser-
vices has changed news reading, e.g., by adding related 
features - and it is vital to understand their effects - at the 
core of reading is still the media experience while con-
suming the news content itself. 
 
While some studies regarding news section consump-
tion in either print or online media (e.g., d'Haenens et 
al., 2004) exist, and news reading and emotional reac-
tions to individual news pieces have been studied before 
(e.g., Ravaja, et al. 2006), the connection of immediate 
media experience of news sections - the emotions felt 
during news reading - and it's connection to further news 
reading is a less studied topic. Most research methods 
used provide insight into immediate emotions after the 
news was read. However, the emotions felt during the 
reading experience itself and those reported immedia-
tely afterwards are not necessarily the same (Ravaja, 
2004). Many primitive emotional reactions are not con-
scious but, for example, self-reporting measures are li-
mited to reactions that are subject to various response 
biases (Paulhus and Reid, 1991; Robinson and Clore, 
2002). Psychophysiological methods (Cacioppo, Tassina-
ry and Berntson, 2000) offer a way to assess these emo-
tional reactions with a high temporal resolution by mea-

suring signals obtained by electrocardiography (ECG) or 
facial electromyography (fEMG). One of the main ad-
vantages of this method is its ability to quantitatively 
measure physiological responses continuously without 
interrupting the media experience. In the context of 
news reading, the method allows objective assessment 
of emotional components such as arousal and valence 
(Ravaja, 2004; Larsen and Diener, 1992; Lang, 1995) du-
ring the actual news reading. Recent studies have shown 
that psychophysiological measurements in the laborato-
ry can predict subsequent consumer behavior. In a stu-
dy by Poels et al. (2012), it was found that the mea-
surable reactions predict, in a straightforward manner, 
what games are played by the subject during the follow-
up period and for how long. Kivikangas et al. (2013) ob-
tained similar results, also showing how psychophysio-
logical methods can be utilized in predicting future beha-
vior; however, they claim that which specific signals have 
predictive power in each case is highly context dependent. 
 
In the current experiment, we set out to explore wheth-
er the media experience of various news sections in a 
newspaper - such as Sports, Business or Culture - differ 
from each other and if these reactions predict what news 
the subjects will read in the weeks following the experi-
ment. Utilizing psychophysiological methods and an 
array of self-report measures, we tried to obtain data 
concerning various aspects of the news media experi-
ence and examine how news reading consumption ha-
bits are connected to immediate reactions during news 
reading. Whether a participant's own stated preferences 
(background questionnaires and self-reports after the 
stimulus) or the actual emotional reactions during news 
reading (psychophysiological recordings) are more ac-
curate in predicting their consumer behavior was also 
under scrutiny. In times when newspaper media are go-
ing through immense changes and digital formats and 
delivery channels are challenging the more traditional 
paper formats, the industry is trying to find ways to con-
vert the traditional layout and product design principles 
into the digital world. It is of vital importance for the 
industry to acquire precise knowledge of how their pro-
ducts are experienced by consumers and how that af-
fects their long term readership. With more advanced 
understanding, the new digital formats can be designed 
to enhance the core media experience. 

 
 
2. Methods 
 
2.1 Participants 
 
The participants in our experiment were 30 adults aged 
between 19 and 51 (M=30.4, SD=8.3) who are regular 
readers of the Helsingin Sanomat (HS) Digilehti (the di-
gital edition of the largest newspaper in Finland, used in 
the experiment). Due to technical difficulties, 24 par-
ticipants (10 female, 14 male) were ultimately analyzed. 

2.2 Procedure 
 
The participants filled out a background questionnaire 
and signed a consent form when arriving at the labora-
tory. After the attachment of electrodes, the HS Digi-
lehti iPad app was shortly introduced to the partici-
pants, after which an eight minute baseline was recor-
ded. The participants were instructed to read either an in- 
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teresting or non-interesting piece of news from a spe-
cific news section of HS Digilehti on the iPad according 
to on-screen instructions. The participants chose which 
individual article to read based on a quick glance of the 
headlines and selected either something that seemed in-
teresting or non-interesting depending on the instruct-
tions. Both interesting and non-interesting pieces were 
chosen to ensure a broader experience for each section. 
Seven news sections in total were included in the study: 
Foreign, City, People, Opinion, Culture, Sports, and Bu-
siness. Separately for each section, the participants were 
instructed to twice read an a priori interesting news story 
and twice an a priori non-interesting news story, resul-
ting in four different pieces of news being read from 
each section, giving 28 news stories in total. The parti-
cipants always read the current day's paper so the news 
were different for all participants as only one experi-
ment per day was conducted - thus cancelling out the ef-
fects of content on the results. After reading each news 
article, the participants filled out self-reports. The in-
structions were presented and self-reports were obtain-
ned using Presentation on a PC. The laboratory experi-
ment was followed by a six-week period during which 
the participants continued their normal news reading be-
havior. Sanoma News (the publisher of the newspaper) 
provided the participants' full usage data from that pe-
riod. 
 
The participants were instructed to read the newspaper 
as they normally would during the follow-up period to 
avoid any bias. The physiological signals measured were 
facial electromyography (fEMG), electrodermal activity 
(EDA), electrocardiography (ECG), electro-encephalo-
graphy (EEG), and eye-movements. In the current pa-
per we will only discuss the results of self-reports, 
fEMG, and ECG as some technical difficulties occur-
red while recording EDA. EEG and eye-tracking data 
have not yet been analyzed. The physiological signals 
were recorded using a BrainVision recorder and the eye-
movements using SMI eye-tracking glasses. The self-re-
ports included reports on arousal, valence, and dominan-
ce using Self-Assessment Manikins (SAMs; Lang, 1980) 
and an evaluation of the relevance, objectivity, interesting-
ness, reading thoroughness, and reliability of the news. 
 
2.3 Data collection and pre-processing 
 
Facial electromyography (fEMG) activity was monitor-
red at three muscle sites, zygomaticus major (ZM), corru-
gator supercilii (CS) and orbicularis oculi (OO), as suggested 
by Fridlund and Cacioppo (1986). Electrocardiograms 
(ECG) were measured using the modified lead III elec-
trode placement, and the R-peaks were detected to pro-
vide heart rate. For fEMG, the low cut-off filter was 30 
Hz, and the high cut-off filter 430 Hz. 
 
The analysis of the raw data was performed using the 
BrainVision Analyzer v. 2.0.1. The data were filtered 
using a 50 Hz Notch filter to remove the electric hum. 

For each reading session, fEMG and ECG data were 
averaged over the whole reading time. The pre-stimulus 
baseline was a 3 s period when the participants read in-
structions before reading each news article. The fEMG 
signal was rectified and 50 Hz high cut-off filtered. 
 
2.4 Variables 
 
In the end, we had three groups of predictor variables. 
The physiological variables were the three fEMG acti-
vity indices and the heart rate. For self-reported emo-
tion we used Valence, Arousal, and Dominance SAM 
scales (Lang, 1980). In addition, we used five single-
item questions to measure the more subjective assess-
ments of the media experience: we asked how relevant 
and interesting the news piece was to the participant 
(Relevance and Interestingness), how thoroughly they 
read the news piece (Thoroughness), and how reliable 
and objective they thought the news piece was (Relia-
bility and Objectivity). 
 
To account for the variation of interestingness between 
the most and the least interesting news stories within a 
section, we used the a priori interest variable (whether 
the participants chose the news piece as an interesting 
or non-interesting piece). 
 
As a predicted variable, we used the sum of seconds du-
ring which the participants read an article from the 
particular section during their six-week follow-up period. 
The number of seconds was derived from the news-
paper's customer data following the participants' regis-
tered accounts, with articles open less than three se-
conds being excluded (as they were probably just indi-
cations of the reader browsing the newspaper and skip-
ping the article). We also extracted the individual times 
an article was read from the particular section, but the 
results were so similar to those based on the usage se-
conds that we subsequently report mostly only the re-
sults using the time as the predicted variable. 
 
2.5 Data analysis 
 
Mean values of the physiological signals during each of 
the reading periods were calculated for each participant. 
A mean of EMG from three preceding seconds (re-
lative to a news article) was also calculated as a baseline 
to check for carryover effects. Facial EMG data and the 
usage variables were transformed using natural loga-
rithms to normalize their distributions. 
 
The data were analyzed using the Linear Mixed Models 
(LMM) procedure with restricted maximum likelihood 
estimation in SPSS 21. The news item identifier was spe-
cified as the repeated variable, with participant as the 
subject variable. Two different sets of analyses were con-
ducted, one with the predictor variables as predicted to 
see how sections differ from each other in regard to the 
predictors, and one with predictors predicting the usage. 
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Figure 1: Section differences 
in self-reported valence, arousal, and dominance 

 

Figure 2: Section differences in Relevance, Interestingness, 
Thoroughness, Reliability, and Objectivity 

Section differences (in the variables subsequently used 
to predict usage) were analyzed using an LMM with 
fixed effects specified for the section, instruction (a pri-
ori interestingness), interaction of section and instruct-
tion, and the 3s local baseline physiological value, and 
with the predictor as the dependent variable. A random 
intercept effect with the participant as the subject was 

included to account for individual differences. Usage 
predictions were analyzed using an LMM with fixed 
effects specified for the section, instruction, predictor 
variable, interactions of section and predictor and of in-
struction and predictor, and the 3 s local baseline phy-
siological value, where applicable. The same random 
intercept was included also here. 

 
 
3. Results 
 
3.1 Differences between sections 
 
Descriptives for usage are shown in Table 1. It is no-
table that the differences in reading times between sec-
tions were substantial. When comparing different secti-
ons, the physiological signals fEMG and heart rate (HR) 

did not differentiate the sections in any way (see Table 
2), regardless of whether the news were pre-selected as 
interesting or non-interesting (a priori interest). How-
ever, significant differences between sections was found 
in the majority of the self-reports. They can be most 
readily detected in Figures 1 and 2. 

 
Table 1: Descriptives of actual reading times (in seconds) during the six-week follow-up, by section 

 

Section Min Max Mean SD 

Overall   0xx 28 501 1 937.96 3 890.25 

People   0xx 2 587   469.00   662.33 

City   0xx 14 929   3 318.73 4 276.73 

Culture   0xx   5 938   1 324.18 1 580.66 

Opinion   0xx 13 999   1 775.91 3 696.31 

Business   0xx 16 040   2 300.50 4 179.91 

Foreign 60xx 18 506   2 388.05 3 897.63 

Sports   0xx 28 501   19 89.36 5 879.52 
 

Note: SD = Standard deviation 
 
For SAM Valence, news sections were roughly divided 
into two. People, City, and Culture sections were re-
ported as more positive, while especially the Business 
section was reported as less positive (the pairwise dif-
ference between the smallest value of the former group, 
Culture, and Business was 0.59, p = .008). While the Fo-
reign, Opinion, and Sports sections were also reported as 
less positive, the differences were smaller (pairwise dif- 

ferences of 0.44, 0.32, and 0.22, ps = .049, .154, and 
.339, respectively). For SAM Arousal, the only signi-
ficant difference was that the Sports section was re-
ported as less arousing than other sections (pairwise dif-
ference to the closest section, Business, was .583, p = 
.004). As can be seen from Figure 1, all reports for va-
lence and arousal were very close to 5, the mid-point of 
the 9-point scale used, indicating that the participants re- 
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Table 2: Overall presence of differences between sections, accounting for whether the particular news article 
was chosen as interesting or not during the experiment 

 

 Section A priori interest Section × a priori interest 
Zygomatic EMG 0.685 1.976 0.473 
Corrugator EMG 1.075 1.171 0.509 
Orbicularis EMG 0.852 0.183 1.263 
Heart rate 0.536 0.471 1.532 
SAM Valence   4.192*** 110.052***   3.084** 
SAM Arousal   3.884*** 136.605*** 1.026 
SAM Dominance   4.792***   17.191*** 1.780 
Relevance   13.426*** 164.394***   3.358** 
Interestingness   10.505*** 443.507*** 1.120 
Thoroughness     6.771*** 186.411*** 0.714 
Reliability   16.010***   23.247*** 1.252 
Objectivity   48.549*** 2.049 0.952 

 

Note: Values shown are F-values. 
    * p < .05, ** p < .01, *** p < .001. 

 
ported almost neutral emotions throughout all sections. 
For SAM Dominance, however, the ratings were mar-
kedly higher, indicating that the participants generally 
felt being in control during the news reading. Business 
showed the lowest Dominance rating while People, City, 
Culture, and Opinion sections showed the highest (pair-
wise difference between Business and the lowest rating 
of the four, Culture, was 0.67, p = .004). The Sports sec-
tion was reported as clearly less relevant and interesting 
than any other section and was read less thoroughly in 
our sample, pairwise differences ranging from 0.64 to 
1.11 for Relevance, from 0.52 to 0.90 for Interesting-
ness (with the exception of the difference to Culture 
being only 0.23, ns.), all (other) ps < .001, and from 
0.32 to 0.67 for Thoroughness, all ps < .01 (with the 
exception of Culture, with a difference of 0.24, p = 
.043). Relevance, Interestingness, and Thoroughness 
showed very similar patterns in other ways as well: The 
People and Culture sections were also rated relatively 
low (but not as low as Sports). City, Opinion, and Bu-
siness were located in the middle, although the dif-
ferences were not great (at maximum, People and Cul-
ture differing from Business in Relevance, ps = .013 and 
.001, and Culture differing from Business in Interesting-
ness, p < .001, but Culture differing from Opinion by 
only p = .022 in Thoroughness). This pattern somewhat 
resembles the actual reading times of the sections (see 
Table 1). However, although the Foreign section was con-
sidered more interesting and was read more thoroughly 
than others (differing from Culture and People by p < 
.001 and p = .005 in Interestingness, and by p < .001 
and p = .003 in Thoroughness), its Relevance was not 
as high (differing only from Foreign, p = .026). Not 
surprisingly, Reliability and Objectivity of the Opinion 
section was assessed lower than any other section (all ps 
< .001). Otherwise, Business was rated higher on both 
scales (comparisons with People, Culture, and Sports > 
0.226, ps < .016), and People differing also from City 

and Foreign sections (ps < .035). When accounting for 
a priori interest, this affected positively and significantly 
all other self-reports but Objectivity (see Table 2). 
 
3.2 Predictions 
 
Both a selection of psychophysiological signals and self-
reports were used to predict reading time during the six 
week follow-up period (see Table 3). Perhaps not sur-
prisingly, self-reported Interestingness was the only va-
riable that had general predictive power - i.e., the more 
interested in a section the participant reported to be, the 
more he or she read news in that section during the fol-
low-up. The analysis estimated that one point of in-
crease in Interestingness (on a 5-point scale) resulted in 
reading the news of the section in question for 272.13 
seconds (2½ minutes) more, constituting a 14% increa-
se compared to the mean of 1937.96 seconds. No other 
variable predicted directly how long the news sections 
were read. However, when considering the interaction 
with the sections, the factors Corrugator and Orbicu-
laris EMG, Heart rate, SAM Valence, Arousal, and Do-
minance, and Relevance, Interestingness and Thorough-
ness, all predicted actual use significantly. Notably, self-
reported Objectivity and Reliability did not predict news 
reading time, although this may be explained by the 
small variation in the two variables as we only used news 
from the largest newspaper of the country. 
 
The main finding is that, when predicting actual news 
usage, apart from reported interest one must take into 
account the differences between sections. Although the 
actual reading times followed the self-reports to some 
extent, these prediction results show that more infor-
mation can be captured if one does not simply assume 
that every section is read in the same way. Instead, 
when the idiosyncratic differences of the sections are 
taken into account, a more detailed picture emerges. 
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Table 3: 
Overall effects of predictors when predicting actual reading time 

 

 Predictor Section × predictor 
Zygomatic EMG 1.354 0.432 
Corrugator EMG 0.083 4.493*** 
Orbicularis EMG 0.058 4.156*** 
Heart rate 3.56 3.419** 
SAM Valence 0.025 2.624* 
SAM Arousal 0.372 2.35* 
SAM Dominance 3.37 4.169*** 
Relevance 0.191 5.378*** 
Interestingness 8.288** 2.854* 
Thoroughness 2.918 2.525* 
Reliability 1.447 1.739 
Objectivity 1.372 1.338 

Note: Values shown are F-values. 
* p < .05, ** p < .01, *** p < .001 

 
Table 4 shows the relative differences in estimates of 
the interactions by section. The Sports section has been 
chosen as the reference section (i.e., all the values are in 
relation to the reference section for that predictor), as its 
mean reading time was the closest to the overall mean. 
 
From the table it can be seen that for example, for cor-
rugator EMG activity, the Opinion section shows a 
strong positive association (in relation to the reference 

section) and the Business section an almost as strong ne-
gative association, while for Relevance the associations 
are reversed (note that while both show negative asso-
ciations in relation to the reference section, the Opinion 
section shows a more negative association than the Bu-
siness section). This demonstrates that a) different sec-
tions may have opposite associations with a predictor, 
and b) different predictors may have opposite patterns 
of associations in the same sections. 

 
Table 4: 

Relative differences in estimates of  Section × Predictor interactions for all predictors, by section 
 

Predictor People City Culture Opinion Business Foreign 
ZM EMG -0.23 -0.189 -0.192 -0.332 -0.465 -0.188 
CS EMG   0.313 -0.324   0.426   0.57* -0.493 -0.126 
OO EMG -0.054 -0.837**   0.102   0.062 -0.383   0.548 
HR -0.024 -0.072*** -0.061** -0.056** -0.066** -0.072*** 
Valence -0.219* -0.107 -0.094   0.03 -0.383** -0.191 
Arousal -0.062   0.069 -0.157   0.092 -0.068 -0.214* 
Dominance   0.066   0.259** -0.126 -0.144 -0.027   0.127 
Relevance -1.12*** -0.753** -0.818** -0.944*** -0.553* -0.841*** 
Interestingness -0.433 -0.136 -0.979** -0.271 -0.689* -0.981** 
Thoroughness   0.74*   0.492   0.864**   0.848**   0.967**   0.505 
Reliability   0.513   0.079   0.462   1.107**   0.56   0.082 
Objectiveness -0.379   0.298 -0.433 -0.2 -0.12   0.329 

 

Note: Values shown are the estimates for interaction between the predictor and the section, when the Sports section is used as a reference. 
Asterisks show the significance of the difference to the reference section. This means that the values should not be considered as 
absolute values but relative differences between the sections demonstrating the point that different sections are predicted differently 
with different predictors 
* p < .05, ** p < .01, *** p < .001 

 
As a more in-depth example, we have calculated the pre-
dicted changes in reading time for some sections (in re-
lation to the reference section) when corrugator EMG 
activity was used as a predictor and other variables are 
assumed to be fixed (Figure 3). The test estimates that 
an increase of 1 (a deepening of the frown) predicts a 

decrease from 1347.31 seconds to 770.98 seconds (a 
drop of 57.2%) during the six-week follow-up period in 
the use of the Business section, and use of the Opinion 
section is predicted to increase from 107.43 seconds to 
177.99 seconds (a rise of 60.4%) in the same time pe-
riod for the same increase. 
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Figure 3: Effects of Section × Predictor interaction for corrugator EMG activity. 
The difference between x and x+1 represents a deeper frown measured as an increase of one in corrugator activity unit, 

and the graphs show how much reading time in the sections change with that increase 
 
 

4. Discussion 
 
4.1 Interpretations 
 
Our results illustrate how news from different sections 
elicited different reactions. Our interpretation is that the 
core affects assessed using psychophysiology were very 
similar for all sections but that in self-reports, differen-
ces could still be reported, partly due to other factors 
such as reading habits influencing the reporting and simp-
ly because in self-reporting replies are commonly rela-
tive and participants are capable of always finding some 
differences when encouraged to do so. For example, the 
participants reacted differently to news from the Sports 
section (characterized in self-reports as non-interesting, 
not relevant and not carefully read) than to news from 
the Business section (characterized in self-reports as rele-
vant and inducing low valence and dominance). Also, 
both psychophysiological measurements and self-reports 
predicted news reading during the follow-up period. 
However, it was only partly the same measures that dif-
ferentiated the sections from each other as those that 
predicted further behavior. 
 
Taken together, the results from self-reports, psycho-
physiology and usage data can be interpreted as for-
ming two sets of patterns. One set describes the col-
lection of variables that differentiates the sections from 
each other. The selection of significant variables varies 
from section to section, thus forming a pattern that de-
scribes each section. For example, news from the Opini-
on section can be described as low valence, high domi-
nance, moderately relevant, interesting and thoroughly 
read but low on reliability and objectivity, whereas the 
Business section can be described as low valence and 
lowest dominance of all sections (though still quite high), 
also similarly moderate in relevance, interestingness and 
thoroughness and high on reliability and objectivity. 
These descriptive traits combined from psychophysio-

logy and self-reports can be thought of as a description 
of the news section based on the reactions they elicit in 
the reader. 
 
The second set describes the collection of variables that 
predict for how long news from that section would be 
read during the six week follow-up period. Only self-re-
ported interestingness rating predicted all sections - all 
other variables form an individual pattern for each sec-
tion. For example, higher negative emotion (CS fEMG 
activity), higher attention (often associated with the low-
er HR activity, we found) and high reliability and tho-
roughness predict the reading of the Opinions section. 
This finding supports the notion that the ability of 
psychophysiological methods to predict further beha-
vior is notable, but it is highly context dependent which 
signals are reactive to the relevant emotional reactions 
in each case. We have chosen not go through all these 
individual profiles in depth here, as they are gathered 
from one local newspaper only and presumably rather 
idiosyncratic. Instead, we emphasize the general princip-
les present in our findings. 
 
It is notable that, for all news sections, these two pat-
terns - the descriptive and the predictive - are distinct. 
In other words, the traits that best describe and dif-
ferentiate news sections are only partly the same ones 
that predict reading times in real life. Our interpretation 
is two-fold: firstly, this supports the findings of a pre-
vious study regarding the predictive capabilities of 
psycho-physiological methods (cf., Kivikangas et al., 
2013) where it was found that which physiological 
signals will predict further behavior is context depen-
dent and no single measure is able to consistently do so, 
regardless of the media content consumed. This emer-
ging pattern also emphasizes that, while sections elicit 
manifold reactions that have significant differences be-
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tween each other, not all of those reactions are relevant 
when it comes to actual consumer behavior. A certain 
section might elicit certain kinds of reactions but it is 
another set of reactions that is linked to actual reading 
habits of the users. In theory, it might be that an opti-
mally designed newspaper could emphasize those fea-
tures that predict reading more and minimize others. 
However, as evident from the complexity of the varia-
bles and the patterns they form, in practice, this is nearly 
impossible. Secondly, this separation into two different 
sets of patterns reflects other relevant variables that were 
not measured. Reading habits, cultural value statements, 
etc., are all reflected in the actual reading times. For ex-
ample, Business section news elicit negative emotions 
and stress, but are evidently read out of habit and be-
cause people feel it necessary to read them regardless of 
the emotional impact they have. 
 
4.2 Limitations 
 
Our results only shed light on a limited part of the news-
paper media experience and more extensive studies 
should be conducted in order to cover more ground so 
that a more holistic picture could be formed of how va-
rious forms of newspaper media is reacted to and how 
those reactions are in connection to further consumer 
behavior. In this study, the consumer behavior was sim-
plified as reading times, something that is easily mea-
surable, but it is clear that consumer behavior and the 
reading of a newspaper cannot truly be simplified in this 
way (cf., Malthouse and Calder, 2002). Other studies 
are required to more extensively study additional read-
ing elements with regard to media experience. 
 
Our study was conducted using content from the larg-
est national newspaper in Finland, but naturally the ge-
neralizability of the results is somewhat limited as, e.g., 
other newspapers may use different divisions into sec-
tions, etc. Further studies would be required to affirm 
the applicability of our results to other newspapers as 

well. Conducting a similar study with a wider range of 
demographics and larger sample size would also be be-
neficial with regard to generalizability. Some results - 
such as the clearly negative attitudes towards sports - 
indicate that the sample was at least somewhat biased. 
However, such biases should not diminish the value of 
the main findings of this study. 
 
Ultimately a meta-analysis binding all the results from a 
series of studies together would be in order. Regardless 
of these short-comings, the results of this explorative 
study illustrate a clear emerging pattern where news sec-
tions elicit distinct reactions. Another separate pattern 
also emerges that predicts reading behavior; it is our be-
lief that this holds throughout the newspaper media 
field - both digital and paper - while it is likely that the 
patterns themselves vary depending on the newspaper 
in question and the reader demographics. 
 
4.3 Conclusions 
 
The news media field should find our results thought-
provoking; in addition to the more obvious results on 
how sections are different with regard to the reactions 
they elicit and that the immediate reactions to news read-
ing has an impact on further reading behavior, the fact 
that these two emerging patterns are not identical is 
worth delving into. These findings also offer a view on 
how psychophysiological methods can be utilized in 
studying news reading behavior and media experience. 
 
The ability of these methods, together with self-report 
measures, to assess aspects of media experience that are 
relevant also in long term consumer behavior enables 
them to be utilized fruitfully throughout the on-going 
changes in digital media development. On a wider scale, 
the development of the psychophysiological method and 
its application to various fields by mapping out the 
extent of its behavior predicting capabilities is import-
ant and this works contributes to that effort. 
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Abstract 
 
We have developed tools and applied methods for automated identification of potential news from textual data for an 
automated news search system called Software Newsroom. The purpose of the tools is to analyze data collected from the 
internet and to identify information that has a high probability of containing new information. The identified information 
is summarized in order to help understanding the semantic contents of the data, and to assist the news editing process. 
 
It has been demonstrated that words with a certain set of syntactic and semantic properties are effective when building topic 
models for English. We demonstrate that words with the same properties in Finnish are useful as well. Extracting such words 
requires knowledge about the special characteristics of the Finnish language, which are taken into account in our analysis. 
Two different methodological approaches have been applied for the news search. One of the methods is based on topic analy-
sis and it applies Multinomial Principal Component Analysis (MPCA) for topic model creation and data profiling. The se-
cond method is based on word association analysis and applies the log-likelihood ratio (LLR). For the topic mining, we have 
created English and Finnish language corpora from Wikipedia and Finnish corpora from several Finnish news archives 
and we have used bag-of-words presentations of these corpora as training data for the topic model. We have performed 
topic analysis experiments with both the training data itself and with arbitrary text parsed from internet sources. The results 
suggest that the effectiveness of news search strongly depends on the quality of the training data and its linguistic analysis. 
 
In the association analysis, we use a combined methodology for detecting novel word associations in the text. For detec-
ting novel associations we use the background corpus from which we extract common word associations. In parallel, we 
collect the statistics of word co-occurrences from the documents of interest and search for associations with larger likely-
hood in these documents than in the background. We have demonstrated the applicability of these methods for Software 
Newsroom. The results indicate that the background-foreground model has significant potential in news search. The expe-
riments also indicate great promise in employing background-foreground word associations for other applications. 
 
A combined application of the two methods is planned as well as the application of the methods on social media using a 
pre-translator of social media language. 
 
Keywords: social media, data mining, topic analysis, machine learning, word associations, linguistic analysis 

 
 
1. Introduction 
 
The vast amount of open data in the internet provides a 
yet ineffectively exploited source of potential news. So-
cial media and blogs have become an increasingly useful 
and important source of information for news agencies 
and media houses. In addition to the news collected, edi-

ted and reported by traditional means, i.e., by news 
agencies, the information in a news-room consists of dif-
ferent types of user inputs. In the social media there is a 
large amount of user comments and reactions triggered 
by news stories. Also, fresh article manuscripts and 
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other types of material can be produced by basically 
anyone by submitting the information to the internet. 
As a means of collecting news, this material is already 
in use by commercial media companies, especially in a 
hyperlocal media context (e.g., newspapers that discuss 
local issues). 
 
While this editorial strategy is considerably more ad-
vanced than the way news were produced a decade ago, 
the work still includes manual work that could be auto-
mated and the use of open data available in the internet 
is usually very inefficient. It also does not make much 
sense to engage humans for browsing internet data, a 
job that can be done much more efficiently and tire-
lessly by a machine. 
 
Thus, intelligent computer algorithms that monitor in-
ternet data and hunt for anomalies and changes are be-
coming an increasingly exploited means of news and 
trend detection. Other applications for the same me-
thodologies are public opinion analysis and forecasting 
the results of elections. Examples of even more advan-
ced intelligence in prediction would be calls to events, 
which can be predecessors of demonstrations or even 
an uprising, and indication of a meeting between high 
level politicians based on their plans to travel to the same 
place at the same time. 
 
The same methods, when combined with fusion of he-
terogeneous data, can help improving the quality and 
widening the scope of news by the enrichment of ex-
isting news material with relevant background infor-
mation and other associated material (e.g., history, pic-
tures, digital video material). In principle, using the same 
methodology it is also possible to follow the discus-
sions raised by published news articles and thus auto-
matically collecting feedback from the audience. 
 
Examples of internet services developed for the above 
purposes are Esmerk Oasis (Comintelli, 2013) and Melt-
water Buzz (Meltwater, 2013). Esmerk Oasis is a web-
based market intelligence solution. Its services include 
customized global business information with the pos-
sibility of importing complementary information from 
other sources as well as sharing and distribution of in-
formation across the client organization. Meltwater Buzz 
is a social media monitoring tool that has capabilities 
for tracking and analyzing user-generated content on the 
web. Google has also developed several services that 
perform similar tasks. 
 
Considering the purpose and goal of an automated 
news search and analysis process, a baseline approach 
to analyzing text material and creating a short descript-
tion of its contents is to simulate the traditional process 
of news production. The analysis of the material should 
tell you what, who, where, and when? Methodologically, the 
most challenging task is to find a systematic way of de-
fining the answer to the question what, since it includes 

the need to recognize and unambiguously describe an 
unlimited range of topics, not just individual words. A 
topic is usually defined as "a set of news stories that are 
strongly related by some seminal real-world event", and 
an event is defined as "something (non-trivial) happen-
ing in a certain place at a certain time" (Allan, 2002). As 
an example, the recent meteorite impact in Chelyabinsk 
was the event that triggered the asteroid impact, natural 
catastrophes, and doomsday topic. All stories that dis-
cuss the observations, consequences, witnesses, proba-
bilities and frequency of such events etc., are part of the 
topic. 
 
The answers to the other questions, who, where and when, 
can be traced by searching named entities and various 
time tags and information. In practical application to, 
e.g., social media, however, the latter questions may also 
pose a significant challenge for an automated approach, 
since social media language does not obey common ru-
les. 
 
The quality of the language is often very poor, since it 
may include many local and universal slang words, 
acronyms and idioms that are known by only a limited 
local community, and also numerous typing errors. 
 
Blogs are considerably less difficult in this respect, since 
most of the text in them is in fairly well written stan-
dard language. 
 
Methods for event and trend detection and analysis in 
large textual data include static and dynamic component 
models which are well suited for news search and de-
tection in the internet. Static models are simpler to use 
and give results that are easier to interpret. A potential 
disadvantage is that newly emergent trends may remain 
undetected if the training data for the model is not 
sufficiently extensive, leading to the model being not 
generic enough. A dynamic model, on the other hand, 
is updated continuously in order to keep up with pos-
sible emergent topics. Its usage, however, is not as 
straightforward as that of static models since the emer-
gent trends may be described in terms of dynamic com-
ponents whose semantics is not yet well understood. 
 
An example of a static component model is Principal 
Component Analysis (PCA). PCA was invented in 1901 
by Pearson (1901). PCA can be performed by eigen-
value decomposition of a data covariance matrix or sin-
gular value decomposition of a data matrix. The sin-
gular value decomposition of the word count matrix is 
also cal-led Latent Semantic Indexing (LSI) (Berry, Du-
mais and O'Brien, 1994; Hofmann, 1999). 
 
We have developed algorithms for automated analysis 
of text in, e.g., social media, blogs and news data with 
the aim of identifying "hot" topics that are potential 
news. We here present the methods and show results of 
their application using real data. 
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2. Method 
 
2.1 Combining methods 
 
We apply two different approaches that are combined 
in order to achieve a clearer recognition of potential 
news in an arbitrary text under analysis. The first me-
thod is topic mining including advanced linguistic ana-
lysis for named entity recognition. The topic model is 
based on Multinomial Principal Component Analysis, 
MPCA (Kimura, Saito and Uera, 2005; Buntine and 
Jakulin, 2006). While topics are considered to be dif-
ferent kinds of objects than named entities (e.g., New-
man et al., 2006), they can be combined in the creation 
of a probabilistic topic model. The second approach, 
association analysis, takes into account the word co-
occurrences in the document and uses statistics to look 
for novel word associations in a set of documents. 
These associations are used for Software Newsroom 
applications, such as diverging (association) word 
clouds and automatic summary generation. The back-
ground model calculation uses a method based on the 
log-likelihood ratio (LLR) (Dunning, 1993). This is de-
scribed in more detail by Toivonen et al. (2012). By ex-
tending the ideas in the latter approach, we propose a 
method for detecting novel word associations. 
 
2.2 Topic mining 
 
For generating static component models from textual 
data, we use the statistical generative model called Multi-
nomial principal component analysis (MPCA) (Buntine and 
Jakulin, 2006). MPCA is used to model the data in or-
der to obtain a comprehensive understanding of the 
contents of the data sources in the form of semantically 
meaningful components or topics. 
 
In our application, the topic model includes four cate-
gories of common words (nouns, verbs, adjectives, ad-
verbs) where the nouns are not named entities, and 
four categories of named entities (persons, places, orga-
nisations, miscellaneous), where the miscellaneous cate-
gory includes all named entities that do not belong to 
the other three categories. It has been shown that these 
eight categories are effective for building topic models 
for English (e.g., Newman et al., 2006). An important 
aspect of our research is to verify that the linguistic 
categories can be identified in a language-independent 
way. We demonstrate this by extracting the eight cate-
gories of words from text in Finnish - a language com-
pletely unrelated to English. 
 
Let D be a d × N matrix representing the training data 
(documents) as a "bag-of-words", M a d × K matrix of 
documents represented in terms of topics, and Ω a K × 
N matrix of topics represented in terms of words, 
where d is the number of documents in the training 
corpus, N the size of the vocabulary and K the number 

of topics (K << N). We extract from the training cor-
pus two types of features: Part-of-speech tags (nouns, 
adjectives, verbs, adverbs) and Named Entities (loca-
tions, persons, organizations, miscellaneous). Thus, in 
our case, the vocabulary words are treated as eight mul-
tinomials. The aim is to represent the documents in 
terms of matrices M and Ω as (Equation 1): 
 

D ≈ M × Ω. [1] 
 
In other words, the data is transformed into a lower 
dimensional space, where documents are represented in 
terms of topics. The topics are then represented in 
terms of words. The matrices M and Ω give the pro-
babilities of topics given a document and words given a 
topic, respectively. 
 
The process for generating the model with MPCA is as 
follows (Buntine and Jakulin, 2004). 
 

1. A total of N words are partitioned into K partitions 
c = c1, c2, . . . , cK where ∑ ܿ௞௄௞ୀଵ = ܰ. N is the size 
of the vocabulary and K the number of topics. The 
partitioning is done using a latent proportion vec-
tor m = (m1, m2, . . . , mK). The vector m for each 
document forms the d rows in matrix M. 

 
2. Words are sampled from these partitions according 

to the multinomial for each topic producing a bag-
of-words representation wk,· = (wk,1, wk,2, . . . , wk,N) 
for each partition k. 

 
3. Partitions are combined additively to produce the 

final vocabulary r = (r1, r2, ..., rN) by totaling the 
corresponding counts in each partition, 
rn = ∑ ௞,௡ ௄௞ୀଵݓ  

 
The above process is described by the following 
probability model (Equations 2), 
 

m ~ Dirichlet (α) 
c ~ Multinomial (m, N) [2] 
wk,· ~ Multinomial (Ωk,·, ck)     for k = 1,...,K 

 
Its estimation is done through a Gibbs sampler (Bun-
tine and Jakulin, 2006). In Gibbs sampling, each un-
observed variable in the problem is resampled in turn 
according to its conditional distribution. Its posterior 
distribution conditioned on all other variables is com-
puted, and then a new value for the variable using the 
posterior is sampled. In each cycle of the Gibbs algo-
rithm the last c for each document is retrieved from 
storage and then, using a Dirichlet prior for rows of Ω, 
the latent component variables m and w are sampled. 
The latent variables are m and w, whereas c is derived. 
As a result we get estimates of the matrices M and Ω in 
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Equation 1. In the context of an MPCA model, these 
are estimates of the distribution of documents over to-
pics and topics over words respectively. 
 
There are different ways of estimating topic strengths in 
a single document given the model created by MPCA. 
The method applied here is cosine similarity between 
document vector d and topic ωk as 
 sim(d, ω୩) = ୢ⋅னౡห|ୢ|หห|னౡ|ห.    [3] 
 
A topic model including a desired number of yet un-
named topics is first created by the above method 
(Equations 1 and 2) using a bag-of-words presentation 
of the training corpus. This is then ready for application 
in topic analysis of arbitrary text. The topic analysis in-
cludes automated simultaneous identification of the 
topic, person, place, organization, and event in an arbi-
trary blog article, a discussion thread in social media or 
an RSS feed, etc. This is done by statistical comparison, 
or projection (Equation 3), of the new text against the 
topic model. By tracking the history of the frequency of 
occurrence of similar stories (which belong to the same 
topic, i.e., resemble each other), the software can iden-
tify the trend of a topic. A statistically significant devi-
ation from the trend in a short time period gives a hint 
that the source texts that caused this deviation may in-
clude a news candidate. In the present analysis, we use 
Gaussian statistics and the criteria for significant devia-
tion is 3σ. This applies to generic topics, but for words 
and events that are generally interesting from a news-
room perspective, such as VIPs, accidents, crimes, and 
natural disasters, all occurrences are tagged as being po-
tential news topics. The method is, on a general level, 
similar to the approach of Newman et al. (2006) but it 
includes advanced features developed for practical ap-
plicability in a newsroom environment. 
 
2.3 Linguistic analysis for named-entity recognition 
 
2.3.1 English vs. Finnish words and named entities 
 
When adapting topic identification from one language 
to another, it is necessary to be aware of what units of 
the language have been chosen and how similar units 
can be identified in another language. All language ana-
lysis methods do not produce the same output granu-
larity. In the following, we outline the units that have 
been found effective in English and how corresponding 
units can be identified in Finnish to highlight some of 
the essentials that need to be considered when choosing 
linguistic analysis software to adapt to another language. 
 
The most striking difference between Finnish and Eng-
lish is the number of inflected forms in Finnish. There 
are roughly 2000 forms for each noun, 6000 for each 
adjective and 12000 for each verb. The characteristics 
of these forms and their usage in Finnish has been ex-

tensively documented in an online Finnish grammar, 
"Iso suomen kielioppi" (Hakulinen et al., 2004). It is not 
possible to only chop off word endings, because chan-
ges also take place in the stem when inflectional mor-
phemes are added, e.g., "nojatuoli" [armchair], "noja-
tuoleja" [armchairs], "nojatuoleissa" [in the armchairs], 
"nojatuoleissani" [in my armchairs], "nojatuoleissani-
kin" [also in my armchairs]. In practice, Finnish words 
can represent expressions that in English are rendered 
as a phrase, so Finnish needs a morphological analyzer 
to separate the base form from the endings. As a bonus 
to the morphological processing, many of the inflec-
tional morphemes that are separated from the base form 
correspond to stop-words in English. 
 
In addition to gluing inflectional morphemes onto the 
words, Finnish also has the orthographic convention of 
writing newly formed compound words without sepa-
rating spaces, i.e., "nappanahkanojatuoli" [calf-skin arm-
chair]. The English word armchair can be seen as a com-
pound as well, but typically a modern armchair is not 
perceived only as a chair with armrests, but as something 
slightly more comfortable, so the armchair has a lexica-
lized meaning of its own. This means that, for newly 
coined non-lexicalized compounds, it is essential that 
the morphological analysis separates the non-lexicalized 
parts in Finnish; otherwise the compositional meaning 
is lost. Long newly formed compounds also lack pre-
dictive power since they are rare by definition whereas 
the compound parts may give essential clues to the 
topic of the narrative. It should be noted that a Finnish 
writer could also choose to write "nappanahkainen no-
jatuoli" [calf-skin armchair], and with the increased influ-
ence of English, this convention is perceived as more 
readable. 
 
The structure of named-entities, i.e., places, organiza-
tions, persons and other names, follows the conventi-
ons mentioned for regular words. In particular, place 
names tend to be written in one or two words at most 
because they are of older origin. Person names have a 
similar structure as in English with given name and sur-
name. However, long organization names tend to be 
formulated as multi-word expressions following newer 
writing tendencies. 
 
2.3.2 Named-entity recognition in Finnish 
 
For named-entity recognition in many languages it is 
possible to do string matching directly on the surface 
forms in written text. In Finnish, we need more in-depth 
morphological processing to deal with the inflections 
and the compound words. For out-of-vocabulary words, 
we also need guessers. To cope with morphological am-
biguity, we need a tagger before we can apply named-
entity recognition. 
 
Language technological applications for agglutinating 
languages such as Finnish, benefit greatly from high co-
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verage morphological analyzers providing word forms 
with their morphological analyses, e.g., 

"nojatuole+i+ssa+ni+kin : nojatuoli Noun Plural 
‘In'‘My' 'Also’" [also in my armchairs]. 

However, morphological analysis makes applications 
dependent on the coverage of the morphological ana-
lyzer. Building a high coverage morphological analyzer 
(with an accuracy of over 95%) is a substantial task 
and, even with a high-coverage analyzer, domain-speci-
fic vocabulary presents a challenge. Therefore, accurate 
methods for dealing with out-of-vocabulary words are 
needed. 
 
With the Helsinki Finite-State Transducer (HFST) tools 
(Lindén et al., 2011), it is possible to use an existing 
morphological analyzer for constructing a morpholo-
gical guesser based on word suffixes. Suffix based gues-
sing is sufficient for many agglutinating languages such 
as Finnish (Lindén and Pirinen, 2009), where most in-
flection and derivation is marked using suffixes. Even if 
a word is not recognized by the morphological analyzer, 
the analyzer is likely to recognize some words which 
inflect similarly as the unknown word. These can be 
used for guessing the inflection of the unknown word. 
 
Guessing of an unknown word such as "twiitin" (the 
genitive form of "twiitti", tweet, in Finnish) is based on 
finding recognized word forms like "sviitin" (genitive 
form of "sviitti" hotel suite in Finnish), that have long 
suffixes such as "-iitin", which match the suffixes of the 
unrecognized word. The longer the common suffix, the 
likelier it is that the unrecognized word has the same 
inflection as the known word. The guesser will output 
morphological analyses for "twiitin" in order of likely-
hood. 
 
A morphological reading is not always unique without 
context, e.g., "alusta" can be an inflected form of "alku" 
[beginning], "alunen" [plate], "alustaa" [found] or "alus" 
[ship]. To choose between the readings in context it is 
possible to use, e.g., an hidden Markov model (HMM) 
which is essentially a weighted finite-state model. Fini-
te-state transducers and automata can more generally be 
used for expressing linguistically relevant phenomena 
for tagging and parsing as regular string sets, demon-
strated by parsing systems like Constraint Grammar 
(Karlsson, 1990) which utilizes finite-state constraints. 
Weighted machines offer the added benefit of expres-
sing phenomena as fuzzy sets in a compact way. 
 
Using tagged input, a named entity recognizer (NER) 
for Finnish marks names in a text, typically with infor-
mation on the type of the name (Nadeau and Sekine, 
2007). Major types of names include persons, locations, 
organizations and events. NER tools often also recog-
nize temporal and numeric expressions. NER tools ty-
pically use gazetteers, lists of known names, to ensure 
that high-frequency names are recognized with the cor- 

rect type. For Finnish, the gazetteer is included in the 
morphological analyzer because names inflect. In addi-
tion, names and their types can be recognized based on 
internal evidence, i.e., the structure of the name itself 
(e.g., ACME Inc., where Inc. indicates that ACME de-
notes a company), or based on external evidence, i.e., 
the context of the name (e.g., works for ACME; ACME 
hired a new CEO) (MacDonald, 1996).  
 
2.4 Association analysis 
 
2.4.1 Extracting word associations 
 
One of the goals of the Software Newsroom is to give 
an overview of popular topics discussed in the internet 
communities. This gives journalists an opportunity to 
react to these topics on a short notice. In the Software 
Newsroom, word association analysis is used for de-
tecting novelty in the contents of a given set of docu-
ments. For instance, consider a web forum where people 
discuss about different topics, e.g., fashion, technology, 
politics, economics, computer games, etc. As an ex-
ample, consider that a new smartphone SoftSmart has a 
feature which automatically disables GPS when you are 
indoors. It turns out that it has a bug, and in some very 
specific cases (e.g., for instance when you are on the 
top floor of a building) it starts to drain your battery be-
cause the signal strength is varying. It is reasonable to 
believe that many SoftSmart users will go to web forums 
and start discussing about the problems. Even more, it 
might turn out that there is an easy fix available and this 
is posted somewhere to the forum. The problem is, that 
there are thousands of similar problems being discussed 
all over the world, so it is not feasible for a technology 
journalist to monitor all the forums.  
 
If we could automatically detect this as a trendy topic, 
then this information would be invaluable for a tech-
nology journalist, as she/he could then learn more about 
this and write a news story. From the language analysis 
point of view, the text written by people in web forums 
and other web communities introduce problems - the 
text contains slang, typing errors, words from different 
languages, etc. These aspects add another goal for the 
association analysis - our goal is to develop a method 
which is not fixed to any specific vocabulary. Our idea 
is to analyze the associations between words and to look 
for such associations which are novel with regards to 
other documents. 
 
Considering the SoftSmart example, there are words 
which co-occur in sentences but the association betwe-
en them is most probably very common, such as Soft-
Smart - battery, battery - drain, SoftSmart - GPS, etc. For the 
SoftSmart case, the words for which the association is 
rather specific could be battery - floor, floor - drain, battery - 
top, Softsmart - floor and so on. In association analysis, 
our goal is to automatically detect the latter ones. Note, 
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that the association itself might be surprising, though it 
is between very common words, like 'battery' and 'floor'. 
 
Finding associations between concepts which can be 
represented as sets of items is a very much studied area 
which originates from the idea of finding correlations in 
market basket data (Agrawal et al., 1993). The bag-of-
words model of representing documents as sets of un-
ordered words is a common concept in information re-
trieval (Harris, 1954; Salton, 1993). Often, the bag-of-
words model is used together with the tf-idf measure 
that measures word specificity with respect to the docu-
ment corpus (Salton, 1993). 
 
Analysing word associations in document is not a new 
idea. There are various word association measures avai-
lable - the log-likelihood ratio test (Dunning, 1993), the 
chi-squared test, Latent Semantic Indexing (Dumais et 
al., 1988), pointwise mutual information (Church and 
Hanks, 1990), Latent Dirichlet Allocation (Blei et al., 
2003), etc. There is also a method for pairs, which is in-
spired by tf-idf, called tpf-idf-tpu which is a combi-
nation of using term pair frequency, its inverse docu-
ment frequency and the term pair uncorrelation for 
determining the specific pairs of a document (Hynönen 
et al., 2012). 
 
In this paper, we present a method for analyzing and 
representing documents on the word association level. 
We use the log-likelihood ratio as the basis for our me-
thod. As mentioned before, finding associations betwe-
en documents is a very common concept and the main 
goal for all the methods is to discover statistically strong 
associations between words. In some instances we are 
interested in such associations that are specific to a cer-
tain set of document. For instance, consider a set of do-
cuments about the singer Freddie Mercury. Imagine, that 
we create pairs of all the words which co-occur in the 
same sentence and the weight is determined by their co-
occurrence statistics (e.g., weighted by the log-likeli-
hood ratio test). Now, if we order the pairs decreasingly 
by association strength, we will most probably obtain 
pairs such as: 'freddie'-'singer', 'freddie'-'aids', 'freddie'-
'bohemian', 'aids'-death’, 'aids'-sick' etc. The point here 
is that some of the associations are important and rele-
vant to the document set (e.g., the first two). On the 
other hand, the last two associations between words are 
very common. And this is defines our goal - we are look-
ing for word associations which are specific to a certain 
set of documents and at the same time are uncommon 
with respect to other documents. 
 
In the following, we introduce methods for extracting 
word associations that are specific to a set of docu-
ments. For this we define two concepts: background asso-
ciations, which are the common associations between 
words and foreground associations, where the weight is 
higher for associations that are novel with respect to 
the background associations. 

After we have given an overview of the core methods, 
we will present applications of these models in the 
Software Newsroom. First we will look at the possible 
representations of foreground associations and discuss 
the possible usefulness of explicit graph representati-
ons. Then we will provide an idea of diverging word 
clouds which illustrate word associations rather than 
frequencies. Finally, we propose a simple, yet intuitive 
way of generating summaries of a set of documents by 
using foreground associations. 
 
2.4.2 Background associations 
 
Background associations represent common-sense associ-
ations between terms, where the weight depends on the 
strength of the association. For example, the connec-
tion between the words 'car' and 'tire' should be stron-
ger than the connection between 'car' and 'propeller'. In 
our methodology, these associations are extracted from 
a corpus of documents, motivated by the observation 
that co-occurrence of terms tends to imply some se-
mantic relation between them (slightly misleadingly often 
called semantic similarity). Background associations are 
calculated by identifying words which co-occur in the 
same sentence. The strength between the words is calcu-
lated using the log-likelihood method (Dunning, 1993; 
Toivonen et al., 2012). The latter paper describes how 
the word associations are calculated and also demon-
strates the relationship between such associations and 
relations in WordNet (Miller, 1995). 
 
2.4.3 Foreground associations 
 
In contrast to the common associations in the back-
ground, foreground associations represent novel associa-
tions of a (small) set F of documents called the fore-
ground documents. 
 
However, the background associations do have a cen-
tral role here: they tell us what is known, so that we can 
infer what is novel in any given document. The weigh-
ting scheme in the foreground also uses the log-like-
lihood ratio test. However, now we use the background 
to obtain the expected number of co-occurrences and 
to see how much the observed number of co-occur-
rences in the foreground documents F deviates from it. 
The result of this test gives higher weights to those 
term pairs that are more frequent in the foreground F 
than they are in the background, i.e., especially those 
pairs which have a small likelihood of occurring to-
gether in the background. 
 
In our implementation of this idea, the foreground 
weights are based on the log-likelihood ratio where the 
alternative model is based on the foreground documents 
F and the null model on the background corpus C. 
 
Let parameters pijnull be the maximum likelihood pa-
rameters for the corpus C, i.e., (Equation 4): 
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pଵଵ୬୳୪୪ =  p(x ∧ y;  C) pଶଵ୬୳୪୪ =  p(x ∧ ¬y;  C) pଵଶ୬୳୪୪ =  p(¬x ∧ y;  C) pଶଶ୬୳୪୪ =  p(¬x ∧ ¬y;  C) 
 
where x and y denote the events that "word x (res-
pectively y) occurs in a randomly chosen sentence (of 
the given corpus)". For the background associations, 
these parameters are used as the alternative model, and 
here they are used as the null model. Set the alternative 
model parameters pij in turn to be the maximum likely-
hood parameters for the document set F (Equations 5), 
 pଵଵ = p(x ∧ y;  F) pଶଵ = p(x ∧ ¬y;  F) pଵଶ = p(¬x ∧ y;  F) pଶଶ = p(¬x ∧ ¬y;  F) 
 
The log-likelihood ratio (LLR) for the foreground asso-
ciations is then computed according to Equation 6. 
 LLR(x, y) = −2 ∑ ∑ k୧୨log(p୧୨୬୳୪୪/p୧୨)ଶ୨ୀଵଶ୧ୀଵ  
 
The foreground association weights are assigned by this 
LLR function. Using this function, we give higher weight 
to such associations which are more likely to appear in 
the foreground and less likely in the back-ground. Note, 
that the log-likelihood ratio could be also negative. In 
this case the word association is weaker in the fore-
ground than in the background. In our work we omit as-
sociations with negative weights. 
 
2.4.4 Applications 
 
In the following, we present applications in the Softwa-
re Newsroom that employ the background/foreground 
associations method. In the first application we des-
cribe, the associations in the set of documents are re-
presented as an explicit graph. In the remainder of the 
subsection we will demonstrate two different Software 
Newsroom applications - diverging word cloud genera-
tion and document summarization. For a single docu-
ment experiment we will use the English Wikipedia as 
the background corpus and a story from BBC: "Google 
tests balloons to beam internet from near space" (Kelion, 
2013) as the foreground document we are interested in. 
 
The simplest way of representing the information is by 
showing the top-k (where k is an integer) word pairs of 
the news story. In order to show the differences be-
tween a standard co-occurrence calculation and our fore-
ground method in we have, in Table 1, presented the 
top-5 pairs of the Google news story. For comparison, 
the left column lists the most strongly associated word 
pairs as measured using standard methods, while the 
right column lists the top-5 pairs obtained by the fore-
ground method. 

The pairs suggest that the foreground method is able to 
grasp the main associations of the news story better than 
the classical co-occurrence measures. By this we mean 
that the associations of the foreground contain more 
relevant associations, such as 'superpressure' and 'bal-
loons' or 'google' and 'balloons'. Representing associati-
ons as a simple list makes them individually easy to 
understand, but does not give a picture of the network 
of connections. On the other hand, a graphical repre-
sentation (Figure 1) of this network may be difficult, 
especially for novice users. On the other hand, when a 
user is familiar with such data representation it gives a 
quick and general view of the data. In our work, the 
explicit graph is not a favored method for illustrating or 
representing information. We put more emphasis on 
designing methods that employ the foreground graph. 
 
Table 1: The top-5 pairs for the BBC news story "Google tests balloons 
to beam internet from near space". The left column shows pairs calculated 
using the standard co-occurrence calculation method (log-likelihood ratio); 

the right column shows the top-5 pairs obtained using the foreground 
association method 

 
Long-likelihood ratio Foreground method 
plastic - made superpressure - balloons 

months - airborne launched - new_zealand 

suggested - atmosphere google - balloons 

special - fitted suggested - atmosphere 
force - air force - air 

 
We now propose a new type of word clouds, diverging 
(association) clouds, that aim at helping users to explore 
the novel associative knowledge emerging from textual 
documents. Given a search term, the diverging cloud of 
a document highlights those words that have a special 
association with the search term. As a motivating appli-
cation, consider word clouds as summaries of news sto-
ries. If the user has a special interest, say 'iPhone', we 
would first of all like the word clouds to be focused or 
conditioned on this search term, i.e., only show terms 
to which 'iPhone' is associated in the news story. Se-
condly, we would like to see only novel information 
about the iPhone, not the obvious ones such as 'Apple' 
and 'mobile'. The diverging clouds aim to do exactly 
this, directly based on the foreground associations of a 
news story as a representation of potentially new se-
mantic associations. For a sample of diverging (associ-
ation) clouds, see Figure 4 in the Results section. 
 
In news, it is very common that the information on a 
certain event comes in over time. This is even more so 
for news published on the web or discussed in internet 
forums. For instance, considering an incident (e.g., the 
Boston Marathon bombing) which has a large impact 
and is related to many people, information and updates 
concerning the event are usually published frequently 
on news websites. For each news story update, most 
parts remain the same, some of the information chan-
ges, something is added, and something is removed. To 

[6]

[5]

[4]
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get an overall picture of the event, one should go through 
many articles and collect the new bits of information 
from each of them while at the same time most of the 
information is redundant. 
 

Automatic document summarization is a method for overco-
ming this problem. The main goal of document summa-
rization is to represent the information in a set of docu-
ments in a short and possibly non-redundant manner. 

 
 
Two different approaches have been used in document 
summarization - generating text using the documents as 
reference (Hori et al., 2003; Knight et al., 2002) and se-
lecting a representative set of sentences from the docu-
ments, e.g., by using Support Vector Machines (Yeh et 
al., 2005), Hidden Markov Models (Conroy and O'leary, 
2001), and Conditional Random Fields (Sheh et al., 2007). 
 
In this paper, we sketch a tentative method which uses 
sentence extraction for document summarization using 
foreground associations as reference. In the future, we 
plan to enhance this method and also combine it with 
text generation into a hybrid method. Sentence selec-
tion is based on the principle that our goal is to cover 
as much of the foreground associations as possible with 
the minimum number of sentences. The intuitive idea is 
that the foreground associations describe the most rele-
vant aspects of the document set. Now, if these associ-
ations are covered by a certain set of documents, it is 
reasonable to assume that we have also captured the es-
sentials of these documents. 
 
A greedy algorithm for selecting the sentences is the 
following: 
 

1. Select the strongest association e from the 
foreground associations. 

2. Let S(e) be the set of all sentences which contain 
both words of e. 

3. For each sentence s in S(e) calculate the score of the 
sentence as the sum of the foreground association 
weights for all the word pairs found in the 
sentence. 

4. Output the highest scoring sentence s*. 
5. Remove e and all other pairs which appear in s* 

from the foreground associations. 
6. If the size of the summary is not sufficient and the 

foreground is not empty, go to (1). 
 
The design of the algorithm follows the following two 
principles. First, the highest weighted pair should 
contain the most important information. This is the 
reason why we start looking for the sentences where 
the words of the highest association in the foreground 
appear. The second principle is that we do not want to 
include information which is already included. This is 
the reason for the step (5) above. If we are interested in 
penalizing sentences which contain pairs which are 
already covered, then in step (5) it is possible to change 
the values of the association weights into negative con-
stants. For our experiments with summary generation 
on the topic of Google balloons, see the Results section 
3.2.2. 

 
 
3. Results 
 
3.1 Topic analysis 
 
We have applied topic mining to both the English and 
the Finnish languages. Our first experiment was to con-
struct a model using 2 million articles from the English 
Wikipedia (at the time this comprised 13% of the entire 
English Wikipedia). 

The vocabulary is created by extracting eight features 
from the raw text divided into subdocuments. These 
features are based on part-of-speech (POS) classifica-
tion (extracting and lemmatizing nouns, verbs, adjecti-
ves and adverbs) and named entity recognition (NER) 
(tagging words and groups of words as persons, loca-
tions, organizations and miscellaneous). For POS tag-

Figure 1: 
A subset of the foreground associations for the news story 
"Google tests balloons to beam internet from near space" 

represented as an explicit graph 
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ging we use FreeLing (Padró et al., 2010) and for NER 
tagging the Illinois Named Entity Tagger (Ratinov and 
Roth, 2009). The documents and features are forward-
ed to the model trainer MPCA as a bag-of-words pre-
sentation. The MPCA produces the K (in these examp-
les K=50) strongest topics for the user to name. This 
name is not used for the projection of text against the 
model (Equation 3), but it associates a numbered topic 
to a semantically meaningful context, which is essential 

for humans who exploit the method. Tables 2 and 3 
present one of the fifty topics generated. The topic has 
intuitively been given the name "Space missions". Do-
cuments/texts under analysis are projected against the 
created model in order to find which topics the text is 
most strongly related to. Feature extraction and bag-of-
words presentation are applied to the single document 
(as is done for the entire corpus in the model creation) 
before applying Equation 3 to the projection. 

 
Table 2: 

The fourteen strongest Named Entity tags for the topic "Space missions". The un-normalized weighting factor corresponds to the 
incidence of the Named Entity in the particular topic. LOC stands for location, MISC for miscellaneous, ORG for organization, 

and PER for person. The weight is given at the left side of each word 
 

Weight LOC  Weight MISC Weight ORG  Weight PER 
14.25 Russia 34.11 Russian 5.71 NASA 1.51 Venus 
  6.31 Moscow 11.34 Soviet 5.27 Sun 0.77 Ivan 
  5.01 Earth   6.98 Ukrainian 1.84 Apollo 0.59 Pluto 
  4.85 Ukraine   2.09 Estonian 1.13 Mars 0.53 Mars 
  4.28 Soviet Union   1.98 Georgian 1.05 Moon 0.43 Galileo 
  1.78 Kiev   1.87 Russians 0.96 Saturn 0.42 Mercury 
  1.70 Estonia   1.56 Latvian 0.75 NGC 0.38 Moon 
  1.66 Mars   1.05 Soyuz 0.64 Nikon 0.38 Vladimir 
  1.56 Jupiter   1.03 Belarusian 0.61 ISS 0.35 Ptolemy 
  1.52 USSR   0.74 Titan 0.57 GPS 0.34 Kepler 
  1.35 Georgia   0.62 Martian 0.53 ESA 0.31 Lenin 
  1.30 Belarus   0.62 Gregorian 0.52 Gemini 0.30 Boris 
  1.31 Latvia   0.54 Chechen 0.50 Canon  0.28 Koenig 
  1.17 Saint Petersburg   0.50 Earth 0.44 AU  0.28 Star 

 
Table 4 shows an example based on the BBC article 
entitled "Storm Sandy: Eastern US gets back on its feet" 
(31 October 2012). Table 4 presents the five strongest 
topics given by the model for this news article. 

The numbers in front of the topics are normalized 
statistical weights of each topic. Table 5 presents the 
Named Entities given by the NER tagger for this news 
article. 

 
Table 3: The strongest Part of Speech (POS) tags for the topic "Space missions". JJ stands for adjective, NN for noun, 

RB for adverb and VB for verb. The weight is given at the left side of each word 
 

Weight JJ  Weight NN  Weight RB  Weight VB 
2.63 solar 2.06 star 15.16 man 2.85 see 
1.90 light 1.89 space 2.50 approximately 1.93 take 
1.71 lunar 1.37 system 2.34 away 1.52 discover 
1.41 html 1.34 planet 1.98 z_times 1.43 show 
1.40 russian 1.11 object 1.66 close 1.36 give 
1.08 red 1.06 camera 1.56 actually 1.32 move 
1.06 astronomical 0.96 light 1.47 relatively 1.30 name 
1.05 bright 0.93 satellite 1.46 slightly 1.28 find 
1.04 scientific 0.87 crater 1.44 probably 1.26 appear 
1.04 black 0.86 day 1.22 roughly 1.13 observe 
1.03 dark 0.84 mission 1.20 sometimes 1.11 launch 
0.99 similar 0.81 orbit 1.19 currently 1.01 call 
0.97 visible 0.80 distance 1.16 long 0.86 refer 
0.90 optical 0.75 lens 1.16 directly 0.77 base 



150 J. HUOVELIN, O. GROSS, O. SOLIN, K. LINDÉN ET AL.  -  J. PRINT MEDIA TECHNOL. RES. 2(2013)3, 141-156 

29 Dec. 13 Proof A JPMTR-1311-E6(ml) 

Table 4: The strongest topics of the BBC, 31 October 2012 article "Storm Sandy: Eastern US gets back on its feet". 
The normalization is such that the total sum of the weights of all words in the material is 1 

 

 Weight Topic Name 
1 0.0512 US politics 
2 0.0511 Sci-fi and technology 
3 0.0391 US traffic and information networks 
4 0.0384 Latin America 
5 0.0342 Physics 

 
Table 5: The Named Entities for the BBC news article "Storm Sandy: Eastern US gets back on its feet" (31 October 2012) 

 

Freq. Type Entity Freq. Type Entity 
1 MISC Democratic 1 PER Andrew Cuomo 
1 MISC Earth A 1 PER Barack Obama 
1 MISC Jersey Shore 2 PER Chris Christie 
1 MISC Nasdaq 2 PER Christie 
3 MISC Republican 1 PER Donna 
1 LOC Atlantic City 1 PER Joseph Lhota 
1 LOC Canada 1 PER Michael Bloomberg 
1 LOC Caribbean 1 PER Mitt Romney 
1 LOC Easton 1 PER Mt Washington 
1 LOC Haiti 2 PER Obama 
1 LOC Hudson River 1 PER Paul Adams 
1 LOC JFK 1 PER Romney 
4 LOC Manhattan 6 PER Sandy 
2 LOC Maryland 1 ORG AP 
1 LOC NY City 1 ORG CNN 
1 LOC New Hampshire 1 ORG Coriolis Effect 
5 LOC New Jersey 1 ORG Little Ferry 
7 LOC New York 1 ORG MTA  
2 LOC New York City  1 ORG Metropolitan Transit Authority 
1 LOC New York Stock Exchange 1 ORG Moonachie 
1 LOC New York University  1 ORG National Weather Service 
1 LOC Ohio  1 ORG New York Stock Exchange 
1 LOC Queens  1 ORG Newark Liberty 
1 LOC Teterboro  1 ORG Tisch Hospital 
4 LOC US  1 ORG Trams 
1 LOC Washington DC 1 ORG US Department of Energy 

 
Tables 6 and 7 explore the fifth strongest topic of this 
news article, "physics", showing a collection of the 
strongest individual Wikipedia articles on this topic, and 
strongest features of this topic. 
 
The Finnish language Wikipedia turned out to be far 
less extensive than the English one. Instead, we used a 
collection of 73000 news articles from the Finnish News 
Agency (STT). Generally, the text in this material is of 
good quality, but there are some limitations: sports news 
are dominating and there are very few information tech-
nology related news (no Apple, Google, Facebook, Twit-
ter, etc.). The STT news used here date from the years 
2002‐2005 including also 5000 news from February 2013. 
For POS tagging the STT news we used a commercial 
morphological parser, FINTWOL by Ling-Soft Ltd., 
and for NER tagging we created lists of NER tagged 
words to which we compared single and groups of POS 
tagged and lemmatized words. As an example for Fin-
nish, Tables 8 and 9 present results based on an article 
about the re-election of Giorgio Napolitano as the pre-
sident of Italy (Talouselämä, 22 April 2013). 

Table 6: The strongest individual Wikipedia articles 
for the topic "Physics" 

 
Terahertz time-domain spectroscopy 
List of materials analysis methods 
Fiber laser 
Cryogenic particle detectors 
Varistor 
Neutron generator 
Laser ultrasonics 
Optical amplifier 
Thyristor 
Electric current 
Neutron source 
Voltage-regulator tube 
Switched-mode power supply 
Gas-filled tube 
Isotopes of plutonium 
Superconducting magnet 
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Table 7: The strongest features for the topic "Physics" 
 

NE-LOC US, Europe, Chernobyl, Hiroshima, Earth. 
NE-MISC X-ray, Doppler, CO2, °C, CMOS, Fresnel. 
NE-ORG CERN, IPCC, IAEA}. 
NE-PER Maxwell, Edison, Gibbs, Watt, Richter, Einstein, Rutherford, Faraday, Bohr}. 
POS-JJ nuclear, electrical, magnetic, liquid, thermal, atomic, mechanical, solid}. 
POS-NN:  energy, power, system, gas, material, temperature, pressure, air, effect, frequency, wave, field, 

heat, particle, unit, process, signal, mass, device, surface, circuit, light. 
POS-RB:  relatively, extremely, slowly, fast. 
POS-VB:  produce, require, cause, measure, reduce, increase, generate, allow, apply, create. 

 
Table 8: The five strongest topics for a Talouselämä, 22 April 2013 article (English translation in parenthesis) 

 
Number Weight Topic Name 

1  0.1014 Vaalit (elections) 
2  0.0567 Kansainvälinen konflikti (international conflict) 
3  0.0497 Sää (weather) 
4  0.0438 Aseellinen selkkaus (armed conflict) 
5  0.0434 Tuloneuvottelut (income negotiations) 

 
Table 9: The Named Entities for the Talouselämä, 

22 April 2013 article 
 

Freq. Type Value 
2 MISC  presidentti (president) 
1 MISC  radikaali (radical) 
2 LOC  Italia (Italy) 
1 LOC  maa (country) 
2 PER  Napolitano 
1 ORG  hallitus (government) 
2 ORG  parlamentti (parliament) 

Figure 2 shows all the fifty topics obtained for the Ta-
louselämä, 22 April 2013 article. The highest peak is the 
strongest topic "president". The number of Named En-
tities for the example in Finnish is much smaller than 
that in English. The state of the art NER taggers for 
Finnish are not as evolved as the taggers for English. 
 
The overall results are, in fact, better for the BBC art-
icle; there are more NER tagged words and the strong-
est topics correspond better to the semantic contents of 
the article. 

 

 
 

Figure 2: The fifty strongest topics for one news article projected against model created with STT news data. 
The horizontal axis shows the number of the topic and the vertical axis shows normalized weight of the topic 

 
However, the results using the model created with STT 
data are far better than those created with the Finnish 
Wikipedia. This is demonstrated in Figure 3 where the 
strongest topics do not as strongly rise above the rest 
and, furthermore, the five strongest topics are mostly 

not significant: Finnish politics, philosophy and religi-
on, natural sciences, computer games, and banks and 
monetary policies. This shows that the corpus and na-
med entity data used to create the model is sufficiently 
extensive and of good quality. 
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Figure 3: The fifty strongest topics for one news article projected against a model created using the Finnish Wikipedia 
 
As another source for the corpus in Finnish we used 
the free newspaper sheet Metro. For POS tagging of 
Metro news we used the Open Source Morphology for 
Finnish, OmorFi (Lindén et al., 2011), and for NER 
tagging we used a combination of OMorFi and our 
own POS tagging version created for STT news. 
 
3.2 Word association analysis 
 
3.2.1 Diverging word clouds 
 
In this section we present some results of the Software 
Newsroom applications that use word association ana- 

lysis as their basis. As before, for single document expe-
riments we use the English Wikipedia as the background 
corpus and a story from BBC, "Google tests balloons to 
beam internet from near space" (Kelion, 2013), as the 
foreground document that we are interested in. 
 
Given a document d and a word w, a specification for 
the corresponding diverging association cloud is directly 
obtained from the foreground associations of the 
document: take the top n words associated with w in the 
foreground and position them in the word cloud ac-
cording to their weights. Figure 4 illustrates the idea 
using the document on Google balloons. 

  
 

Figure 4: The diverging word cloud created from the foreground associations of the news story "Google tests balloons to beam internet from near space". 
The search term for the left diverging cloud is 'google' and for the right diverging word cloud the search term is 'balloons'. We used an internet tool 

(Word Clouds for Kids, 2012) for generating the word clouds 
 
These association clouds give a good idea of what the 
document could be about. Such word clouds could also 
be implemented in an interactive manner: as the user 
clicks on a word in the cloud, the selected word beco-
mes the next search term and, correspondingly, all diver-
gent clouds are re-rendered for all documents using the 
new focus. A drawback of this method is that it takes 
time to get used to the fact that the word cloud is con-
ditioned on the search term and thus interpreting the 
results could be non-intuitive for novice users. In order 
to alleviate the problem, it would be possible to also pre- 

sent the search term together with the words but 
currently we do not have a clear idea of how to present 
this in an intuitive manner. 
 
3.2.2 Summary generation 
 
For our experiments with the summary generation algo-
rithm presented earlier, we collected four news stories 
on the same topic from different news sources - BBC: 
"Up, up and away: Google to launch Wi-Fi balloon ex-
periment" (Kelion, 2013), National Geographic: "Goog- 
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le's Loon Project Puts Balloon Technology in Spot-
light" (Handwerk, 2013), ARS Technica: "Google's bal-
loon-based wireless networks may not be a crazy idea" 
(Brodkin, 2013), CNN: "Google tests balloons to beam 
internet from near space" (Smith-Spark, 2013). 
 
For the background associations we used Wikipedia 
news stories and the foreground associations were cal-
culated using the respective news stories. We then ap-
plied the algorithm which we described on this set of 
data. The total number of words in all the four docu-
ments was 3696. 
 
The first four sentences, containing a total of 120 
words, returned by the algorithm were the following: 

• Google is reportedly developing wireless networks 
for sub-Saharan Africa and Southeast Asia that 
would combine a technology well established for 
such purposes (TV White Spaces) with one that's a 
bit more exotic - balloons that transmit wireless 
signals. - ARS Technica 

• Project Loon balloons are made of plastic just 3 mm 
(0.1in) thick, another Orlando-based firm, World 
Surveillance Group, sells similar equipment to the 
US Army and other government agencies. - BBC 

• It has been working on improving connectivity in 
the US with Google Fiber and bringing the internet 
to underserved populations overseas through White 
Spaces networks. - ARS Technica 

• A company called Space Data makes balloon-based 
repeater platforms for the US Air Force that 
"extend the range of standard-issue military two-
way radios from 10 miles to over 400 miles." - ARS 
Technica 

 
The application of the algorithm yields promising results. 
Our next goals are improving and evaluating the cur-
rent method. It is important to note here that the way 
the extracted sentences are presented to the user is also 
a very important aspect. For instance, consider the third 
sentence which has a co-reference resolution problem 
(i.e., the sentence starts with "it" and we do not know 
what "it" is). In such cases it makes sense to present 
consecutive sentences together in the summary regard-
less how they are ordered by the algorithm. In some 
cases this could help to overcome the co-reference re-
solution problem. It is also possible to provide some 
context to the user, for instance, when the user's cursor 
hovers over an extracted sentence, the sentences which 
are before and after it in the news story can be shown. 

 
 
4. Discussion 
 
Application of MPCA seems to work well for news 
search by topic analysis. It is likely that also other vari-
ants of probabilistic modeling perform well for news 
identification. Our second approach, association analy-
sis, also clearly enhances the effectiveness of the "news 
nose". A question then arises, whether other methods 
could be effective as well, or even better than the adop-
ted approaches. 
 
In contrast to statistical methods such as PCA, cluster 
analysis can best be seen as a heuristic method for ex-
ploring the diversity in a data set by means of pattern 
generation (van Ooyen, 2001). Cluster analysis may be 
applied for finding similarities and trends in data (des-
cribed using the common term pattern recognition). An 
example of cluster analysis is the expectation maximization 
(EM) algorithm, which has recently been applied to 
astronomical data for identifying stellar clusters from 
large collections of infrared survey data (Solin, Ukko-
nen and Haikala, 2012). Cluster analysis has also been 
used in, e.g., market research within a more general fa-
mily of methodologies called segmentation methods. These 
can be used to identify groups with common attitudes, 
media habits, lifestyle, etc. Cluster analysis is probably 
less well suited for news search than probabilistic mo-
dels like MPCA, since the semantic contents of articles 
that contain more than one topic are not resolved by 
cluster analysis (e.g., Newman at al., 2006), while pro-
babilistic modeling clearly performs well in such cases 

provided that the corpus and named entity data used 
for the model creation are sufficiently extensive. This 
will result in only a small number of unrecognized words 
that cannot be tagged, and thus a high resolving power 
of topics and named entities. 
 
Supervised learning methods divide objects such as text 
documents into predefined classes (Yang, 1999). Clus-
ter analysis and PCA are data driven methods which 
can extract information from documents without a priori 
knowledge of what the documents may contain (New-
man et al., 2006), and topic categorization (i.e., a topic 
model) is created by the algorithm without rules or re-
strictions on the contents of a topic, which is why such 
methods are called unsupervised learning. Obviously super-
vised learning is poorly suited for news search from 
arbitrary textual data, since the topics of potential news 
in the material cannot be predicted, and it is thus im-
possible to recognize new emerging topics. 
 
A further, more advanced analysis of complex data may 
incorporate the use of semantic networks. Methods of this 
category are Traditional and Improved Three-Phase Depen-
dency Analysis (TTPDA, ITPDA). These algorithms have 
been applied to recognition of semantic information in 
visual content and they use Bayesian networks to auto-
matically discover the relationship networks among the 
concepts. These methods can be applied, for example, to 
automatic video annotation. (Wang, Xu and Liu, 2009). 
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In this paper, we have mainly interpreted the associa-
tions on a single association level rather than as a net-
work. But these associations, both background and fore-
ground, can also be seen as a kind of semantic network 
where words are nodes and the edges represent the as-
sociations. Analyzing the background associations as a 
network might give interesting results in automatic 
word domain discovery or for finding interesting sub-
networks that connect two words. The same applies for 
the foreground associations, which might provide inte-
resting inference and application possibilities when in-
terpreted as word networks and used as such. Thus, in 
the future, our models and methods could be improved 
in their accuracy. More efficient, scalable algorithms 
could be designed and, perhaps more interestingly, ad-
ditional novel applications could be invented with help 
of the background and foreground models, especially in 
the broad areas of information browsing and retrieval. 
 
Considering the topic model and data used for the trai-
ning, our experiments indicate that the comprehensive-
ness, quality, and also the semantic similarity of the text 
corpus and named entity data with the data under ana-
lysis are critical to the effectiveness of the search algo-
rithm. This is of course obvious, but poses a challenge 

for automated news search since language evolves and 
the language used in, e.g., social media that obeys no 
standard rules diffuses with an increasing speed to va-
rious media channels. Should we accept this and modify 
the models and additionally also adopt slang in the pre-
sentation of news, or try to force the users to educate 
themselves in order to write in decent standard langu-
age also in social media? 
 
An aspect of crucial importance in (automated) news 
search is the quality of the data. The internet is full of 
hoaxes and distorted information, and finding assuran-
ce for the reliability of potential news may sometimes 
be challenging, and will require too much time. 
 
This may lead to that the potential news becomes yes-
terday's news or that it is published by a competitor be-
fore sufficient background information is found. The 
Software Newsroom should therefore trace all possible 
metadata on the sources, time, places, people, and orga-
nizations associated with the creation of the informa-
tion found by automated means. While this cannot rely 
merely on software, automation can be used to signifi-
cantly improve the effectiveness and speed of the pro-
cess. 

 
 
5. Conclusions 
 
We have developed and applied methods for automated 
identification of potential news from textual data for use 
in an automated news search system called Software 
Newsroom. The purpose of the tools is to analyze data 
collected from the internet and to identify information 
that has a high probability of containing news. The iden-
tified potential news information is summarized in or-
der to help understanding the semantic contents of the 
data and also to help in the news editing process. 
 
Two different methodological approaches have been 
applied to the news search. One method is based on to-
pic analysis which uses MPCA for topic model creation 
and data profiling. The second method is based on as-
sociation analysis that applies LLR. The two methods 
are used in parallel to enhance the news recognition ca-
pability of Software Newsroom. 
 
For the topic mining we have created English and Fin-
nish language corpora from Wikipedia and several Fin-
nish language corpora from Finnish news archives, and 
we have used bag-of-words presentations of these cor-
pora as training data for the topic model. We have made 
experiments of topic analysis using both the training 
data itself and arbitrary text parsed from internet sour-
ces. The selected algorithmic approach is found to be 
well suited for the task, but the effectiveness and suc-
cess of news search depends strongly on the extensive-
ness and quality of the training data used for the crea-
tion of the topic model. Also, semantic similarity of the 

target text with the corpus used for the model creation 
generally improves the search effectiveness. The large 
difference between the language commonly used in user-
created internet content and standard language poses a 
challenge for news search from social networks, since a 
significant part of the language is not recognized by the 
part-of-speech and name entity taggers. A simple solu-
tion for this would be a translator that would prepro-
cess the unknown slang words, turning them into stan-
dard language. Another would be a slang-based corpus. 
The latter has the disadvantage that the resulting raw 
news material would be composed of slang and it would 
have to be translated into standard language before pub-
lishing. Thus, our plan is to collect a small dictionary of 
the most common words used in social media and use 
them for further experiments on social media. 
 
In the association analysis we have used a methodology 
for detecting novel word associations from a set of do-
cuments. For detecting novel associations we first used 
the background corpus from which we extracted such 
word associations that are common. We then collected 
the statistics of word co-occurrences from the set of do-
cuments that we are interested in, looking for such as-
sociations which are more likely to appear in these do-
cuments than in the background. 
 
We also demonstrated applications of Software News-
room based on association analysis - association visuali-
zation as a graph, diverging (association) clouds which 
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are word clouds conditioned on a search term, and a 
simple algorithm for text summarization by sentence ex-
traction. We believe that the background-foreground 
model has significant potential in news search. The sim-
plicity of the model makes it easy to implement and 
use. At the same time, our experiments indicate great 
promise in employing the background-foreground word 
associations for different applications. 

The combination of the two methods has not yet been 
implemented. This is in our plans for the near future. 
and the application of both methods on social media 
using a pre-translator of social media language is under-
way. Potential future work also includes experiments on 
automated news generation and application of our me-
thods for other purposes, e.g., improvement of recom-
mendations.
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Abstract 
 
User data and user profiles are very important in current web based business models and applications. Advertising 
revenue is to a large extent generated based on implicit and explicit user data. We propose the use of semantic, portable 
and user-controllable profiles to capture and model user data that can be used for personalising media services and 
particularly for making recommendations. 
 
In this paper, we present results from four user tests where users created semantic profiles and received personalised 
recommendations based on these profiles. We have studied users' expectations and requirements for profile portability as 
well as how users have experienced the creation of a semantic profile using different data sources. We have also studied 
how users experienced recommendation based media services in connection with user-controlled interest profiles. In all 
four test cases, users have created the profiles and received the recommendations using the prototypes we have develop-
ped. User feedback was gathered through interviews and web surveys. 
 
Users welcomed the idea of being able to control their profile data but they also had questions and concerns about 
privacy if the profile is shared between services. Users had dual concerns about the recommendations: some users were 
afraid of a too limited view if the service only relies on the user's profile; some users were afraid of being overwhelmed by 
too many recommendations. 
 
Keywords: user profiles, portable profiles, media services, recommendations, semantic web technologies, linked data 

 
 
1. Introduction 
 
1.1 Background 
 
User data has become the driving force of web based 
services, where the knowledge of user behaviour and 
interests is being turned into revenues by linking adver-
tisers to potential customers. Google and Facebook 
with their free end user services and refined tools for 
advertisers are the prime examples of this model. From 
the end user point of view, free services still come with 
a price: every user activity is logged and analysed and 
the user has little influence on and knowledge of what 
data is stored about her. From the business perspective, 
the big players get a huge advantage over smaller ones, 
as they can accumulate versatile data about consumers 
and use this information to generate advertising reve-
nue. 
 
An alternative approach to user data has been proposed 
by several initiatives, such as the VRM project at Har-
vard (Project VRM, n.d.), and the World Economic Fo-

rum (World Economic Forum, 2013) as well as the 
British midata initiative (GOV.UK, 2013). 
 
The core idea of these initiatives is that the business mo-
del with personal data is turned upside down: the users 
are made into owners of their own data and given the 
opportunity to offer this data to various service pro-
viders if and when they see value in sharing their data. 
 
Users are not the only ones to benefit from this: rich 
portable profiles would give smaller players the oppor-
tunity to personalise their offering to users and in this 
way make their services more attractive and relevant to 
users. 
 
The vision of user controlled personal data is both 
promising and challenging. First of all, the potential 
amount of personal data is almost unlimited, as can be 
concluded from the following categorisation (World 
Economic Forum, 2011): 
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1. Personal Attribute Data: 
Data about the attributes of an individual; 

2. Volunteered Data: 
Data created and explicitly shared by individuals. 
(e.g., social network profiles); 

3. Observed Data: 
Data captured by recording actions of the in-
dividuals, such as click streams and transactions 
or location data when using cell phones; 

4. Inferred Data: 
Data about individuals, based on the analysis 
of personal, volunteered and/or observed 
information. 

 
Many questions arise. Would people be willing to ma-
nage their data and share it with various service pro-
viders? Are companies ready to change the way they 
acquire and manage user data? In this new model, the 
main competitive edge of a company would be the skills 
and methods to utilise the data that the user offers, not 
the ownership of the data. 
 
We have approached user controllable personal data 
using the concept of portable semantic user-controlled 
interest profiles, and we have implemented a Semantic 
Portable Profile Platform (SP3) for this purpose. Using 
semantic web technologies and linked data it is possible 
to enrich and share profile information across services 
so that the services will understand the profiles in a si-
milar manner. Linked data can also be used to enrich 
the user profile information with additional relevant in-
formation which means that small amounts of data can 
be used for making relevant personalisation and recom-
mendations. 
 
Others have also started to explore these opportunities. 
Kay and Kummerfeld (2013) have proposed the scru-
tinability of one's user model as a way to increase the 
quality of personalisation and user experienced trust to-
wards a recommendation and personalisation system. 
They particularly look at long-term user models that ac-
cumulate during months and years of using a particular 
application, but they do not address the issue of por-
tability. 
 
Bojars et al. (2008) have addressed the technical aspects 
of transferring user data between social networking ap-
plications and proposed a semantic web technologies 
based solution utilising the FOAF (Friend-of-A-
Friend)1 and SIOC (Semantically Interlinked Online 
Communities)2 vocabularies. Orlandi, Breslin and Pas-
sant (2012) propose a methodology for automatic crea-
tion and aggregation of interoperable and multi-domain 
user profiles of interest using semantic technologies 
such as linked data. They combine expressions of in-
terests from multiple social media sites and rank the 

interests based on their frequencies in different data 
sources in order to make inferences concerning the 
relative importance of different interests. 
 
In our method, we also utilise data from social media 
services in creating the profile but our focus is on the 
combination of creating a profile and utilising it in me-
dia recommendations. Heitmann et al. (2010) address 
the problem of preserving user privacy while integrating 
multiple information sources and present an archi-
tecture for privacy-enabled user profile portability based 
on existing standards with a use case from the e-Health 
domain. 
 
Portable semantic interest profiles would make it easy 
for media companies to offer various kinds of personali-
sed services, most of all personalised recommendations. 
 
Recommendations are seen as an increasingly important 
part of many web based services. They are mainly used 
to reduce the effort required from the user to find items 
that are most likely to interest them and to reduce the 
information overload (Liang, Lai and Ku, 2006). 
 
Recommendations are often studied by looking at the 
precision of the recommendation algorithms but, in real 
life applications, many other aspects play a role in how 
the users will experience the recommendations and 
what their impact is on the whole usage experience of a 
recommendation service (Knijnenburg et al., 2012; Kon-
stantin and Riedl, 2012). 
 
We have created a number of applications that use se-
mantic user profiles for generating recommendations in 
order to study various aspects of the topic. In this pa-
per, we will present our results relating to profile port-
ability from the end users' point of view: what are users' 
expectations and requirements for profile portability 
and how do they experience the creation of a semantic 
profile using different data sources. 
 
Our main use case for the portable profiles has been 
recommendations. Recommendations are an important 
application area for profiles and they give the test users 
a practical example of how the profiles can be utilised. 
In this paper, we report on how users have experienced 
recommendation based media services in connection 
with user-controlled interest profiles. 
 
We first present our framework for semantic portable 
profiles. We then present the cases where semantic pro-
files have been tested with working prototypes and test 
users. 
 
We will also present our results relating to profile cre-
ation - what kind of profiles users created in the dif-
ferent cases and their experiences of profile creation, ac-
ceptance of the concept of portable profile, and views 
on recommendation based services. 
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2. Framework and methods 
 
2.1 The semantic portable profile platform 
 
Our Semantic Portable Profile Platform (SP3)3 sup-
ports creating, managing and utilising semantic portable 
user profiles (Figure 1). The platform consists of tools 
and methods that allow users to create a semantic inte-
rest profile either manually or by importing their data 
from external social media services. 

The platform includes methods for semantic enrichment 
of metadata, and for linking semantic interests, context 
and content metadata to make recommendations. 
 
The word portability refers to the opportunity of third 
parties to utilize the user profile if the user gives his or 
her acceptance using OAuth (Open Standard for Web 
Authorisation)4.

 
 

 
 

Figure 1: Semantic Portable Profile Platform (SP3) 
 
The profile data is available via REST API5 in JSON 
(JavaScript Object Notation)6 or XML (Extensible Mark-
up Language)7 format. The user data is also available in 
RDF (Resource Description Framework)8. 
 
The user model has been defined reusing concepts and 
properties from the following ontologies: FOAF, vcard9, 
geo10, Review11, tags12, SCOT13 and DC (Dublin Core), 
consisting of Dublin Core Metadata Element Set14 and 
DCMI Metadata Terms15. The content model addition-
nally uses MOAT (Meaning of a Tag Ontology)16 and 
SKOS (Simple Knowledge Organization System)17. 

A semantic interest profile consists of items that are 
defined as a label with text and a URI (Universal Re-
source Identifier)18 that is linked to a concept in a 
linked data dataset. 
 
The user can link his/her interests manually to their 
semantic meanings using the available tagging widget: 
after the user has typed the first three characters of a 
concept name, suggestions will be fetched from selected 
ontology vocabularies and shown to the user (Figure 2). 
When the user selects one of the suggested meanings, it 
will be included in the profile as a Linked Open Data URI. 

 

 
 

Figure 2: Semantic tagging widget for profile creation with automatic suggestions from semantic databases 
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The widget can be configured to use one or several on-
tologies or their subsets in any combination. The pro-
file may also include items that are not linked to a se-
mantic meaning. It is also possible to import data from 
a user's accounts in social media services, such as Deli-
cious, Flickr, YouTube, Last.fm, Facebook and Twitter, 
to reduce the manual effort of profile creation. The data 
may consist of demographic information, tags or lists of 
favourite items, depending on the service. 
 
The platform analyses the imported data and finds the 
most likely semantic meaning of the found concepts. 
The results are shown to the user who can correct the 
meaning, if needed. The user can also modify the re-
sults in the same way as manually created interests: in-
dicate the strength of the interest (love, like, hate), or to 
remove them from the profile. 
 
2.2 Test cases 
 
We have tested semantic profile creation and the con-
cept of portable profiles as well as recommendation ba-
sed services in the four main cases: magazine recom-
mendations, event recommendations (two separate 
cases), and videos and TV programmes emphasising lo-
cation information in making recommendations. A sum-
mary of the tests performed is presented in Table 1. 
 
The magazine recommendations case was investigated online. 
Test users were invited by email: 337 persons created a 
profile for themselves and 119 of them completed the 
entire user test by filling out the final questionnaire. 
Users created their profiles using our semantic widget 
where they could either select the suggested semantic 
concepts or write in any words to describe their inte-
rest. The profile creation form contained eleven ca-
tegory fields encouraging users to report many different 
matters, from interests to dreams and problems. Some 
examples were given to help users understand what 
kind of input was expected. The option of linking to 
social media services such as Delicious and YouTube 
was available but it was not used by many. After com-
pleting the profile, users were shown a list of recom-
mended magazine articles. The users were asked to look 
at the recommended articles and rate how well they 
matched their interests. 
 
Event recommendations case I was a study carried out as a 
laboratory test with 15 test users. As a first step, the 
concept of the service independent profile and the event 
recommendation service were explained to the users 
and they were given ten minutes to familiarize them-
selves with the actual event service. After this, each test 
user created an interest profile using our semantic tag-
ging widget which included four fields: interests, favour-
ite music, favourite movies and favourite books. The 
users could enter either free text or the semantic con-
cepts suggested on the basis of the Finnish KOKO on-
tology of the Finnish Ontology Library Service ONKI19 

as well as the Freebase20 and Geonames21 databases. It 
was possible to import tags from Delicious, YouTube, 
Flickr and Last.fm but, like in the magazine case, only 
few test users did so. Each user received 20 recom-
mendations based on their profiles and were asked to 
rate the relevance of the recommendations. Finally, 
they filled out a separate feedback questionnaire about 
the service and profile concepts and profile creation. 
 
Event recommendation Case II was based on a prototype 
consisting of a mobile phone and an HbbTV (Hybrid 
Broadcast Broadband TV) event application for show-
ing recommendations. The profiles were created on the 
profile service web page. Both recommendation appli-
cations used the same user profile and the EvenemaX22 
event database containing 1500 events. In addition to 
the interests registered in the profile, also the locations 
of the events and of the user were taken into conside-
ration in making recommendations. Users could rate 
the recommendations and event information and indi-
cate which events they were planning to attend. They 
could also see which events their friends were going to 
attend. We had four test users. 
 
In the location based recommendation case, an iPhone ap-
plication, called Mediatutka (Media radar, in English), 
was developed and tested. As the first step in the Me-
diatutka development process we gathered input from 
potential users in the Owela23 online co-creation envi-
ronment (Friedrich, 2013). Three sections were availa-
ble: one with seven predefined discussion topics, one 
with four user stories and one for open ideation. 
 
During the three weeks long co-creation period, end 
users proposed 17 new ideas or started new discussion 
topics. In total, 426 comments were written in the dis-
cussions. 74 users (64 end users, 6 developers and 4 re-
searchers) participated in ideation and discussion. These 
Owela participants were different from those who tested 
the actual Mediatutka application. 
 
The implemented Mediatutka app generates persona-
lised recommendations and notifications out of the 
available content pool. In our tests, the content consis-
ted of TV program data from skimm.tv24, Stadi.TV's25 
local, citizen-made video clips, and information of new 
videos from the HelMet)26 library service. Only Stadi.TV 
videos could be watched immediately on the phone; 
skimm.tv recommendations dealt with TV programmes 
to be broadcast in near future. HelMet videos are in 
physical format and they need to be fetched from a lib-
rary; an alert was sent to the user when he or she was 
closer than 2 km from a public library from where a 
video matching his or her interests could be borrowed. 
 
As the first step when starting to use the Mediatutka ap-
plication, users log in with their Facebook credentials and 
their profile data is imported from their Facebook ac-
counts. 
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After that, they can add more interests manually. Media-
tutka gives recommendations to the user with a single 
click of a button and also sends location-sensitive alerts 
in near-real-time. 
 

Recommendations and notifications are generated based 
on user created semantic profiles, user-made ratings of 
the earlier recommended content and the user's cur-
rent location. There were 17 test users of the application. 
 

Table 1: The cases where recommendation based media services and the concept of portable profile were tested 
 

Case name Case description Profile creation Testing 

Magazine 
article recom-
mendations 

Recommendations were 
made out of 606 
magazine articles 
originally from 12 
magazines from Sanoma 
Magazines based on 
user created profiles and 
manually created 
content metadata. 

Online test. Users created the profiles on their 
own either by using any words or by choosing 
words that were linked to a semantic database 
after typing initial letters. Importing data from 
Delicious and YouTube was offered but used only 
by very few. 
Users were encouraged to report many different 
things like in a friendship book, from interests 
and dreams to problems. 

337 users created a 
profile; 119 of them 
completed the whole 
user study. 
Recruited by email. 

Event recom-
mendations I 

Events from EvenemaX 
event database. 
Recommended out of 
1 500 entries based on 
user created profiles and 
text index of event 
descriptions. 

Laboratory test. Users created their profile online 
and received as a result 20 event 
recommendations. 
Users were asked to express interests as well as 
favourite music, films and books. 
These could be expressed as any words or by 
selecting suggested items after typing initial letters.  

15 users. 

Event recom-
mendations II 

Event recommendations 
from EvenemaX event 
database. 

Profiles were created on a separate web page (any 
words + semantic suggestions based on the first 
typed letters). Facebook import available. Four 
weeks' test period with events from an event 
database. Focus group sessions before and after 
the test period. Owela feedback during the test 
period. Also an HbbTV event recommendation 
application was laboratory tested.  

Four test users. 

Mobile profile 
creation and 
location based 
recommenda-
tions and 
notifications 

Mediatutka, an app that 
gives personalised 
recommendations and 
location specific 
notifications out of 
1 200 Stadi.TV videos, 
140 HelMet videos and 
3 300 TV programmes 
from skimm.tv during 
the test period. All steps 
from profile creation 
and viewing 
recommendations using 
one mobile app.  

Profile data is imported from Facebook and 
additional interests may be added manually and 
linked to semantic concepts. 
167 Facebook interests were analysed; on an 
average 7 interests per user. Half of the test users 
(13/26) added interests also manually (100 
interests, or 7.7 interests/user). 

Initial concept and use 
case co-development in 
the Owela online 
environment (64 users). 
 
Mediatutka application 
testing: 26 users 
installed the application 
and logged in at least 
once. 17 provided 
feedback after the test 
period of two weeks. 

 
The majority of our test users have been young adults, 
with a female majority. In the magazine article recom-
mendation case, the age distribution was fairly wide from 
18 to over 64, but the majority was fairly young with 
58% of the participants under 35 years of age. Three of 
the 119 test persons were male. In the event recom-
mendation case I, all 15 test users were between 18 and 
23 years old; ten women and five men. In the event 

recommendation case II, all four test users were young 
men in their early twenties. In the Mediatutka applic-
ation user test, 65% of the test users were under 35 
years of age; 12 women and five men. 
 
Out of 64 the Owela co-development phase participants, 
47% were women and 53% men. Their age range was 
from 20 to 74 with only 23% being under 39 years of age. 

 
 
3. Results 
 
3.1 Users profiles and profile creation 
 
In the magazine article recommendation case, 337 user 
profiles with 4 892 interests were created (14.5 inte-

rests/user). Almost two thirds (64%) of the added in-
terests were linked to an ontology, but there were also 
free text interests in the profiles without semantic lin-
king even though such a link would clearly have been 
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available. 'I'm interested in', 'I spend a lot of time with' 
and 'Important to me', were the categories of most 
entries. Each of the eleven categories received at least 
200 entries. Some users had not realised that a comma 
was needed to separate interests from each other and 
had produced by mistake very long words with many 
interests combined. Some interests had been impossible 
to describe with only one tag; e.g. child's problems at 
school; more time for myself. This type of interests came 
up in categories concerned with dreams or problems in 
the user's life. 
 
User assessments of the profile creation were given on 
a five step scale from +2 (very positive) to -2 (very ne-
gative) with the following results: 
 

• 55% of the users experienced the profile creation 
as very or fairly easy,  

• 65% indicated that finding the correct term among 
the suggested terms worked very or fairly well, 

• 59% considered the semantic tag suggestions very 
or fairly useful. 

 
In the free text comments, some users complained 
about having been offered several concepts with the 
same title and not knowing which one to use. Free text 
comments also revealed some problems and misunder-
standings related to the automatic suggestions: one user 
had understood that the terms represented the available 
content, which was not the case as the available seman-
tic databases included a huge number of concepts - 
much more than what was available in the magazine 
articles of the test. 
 
In the event recommendation case I, only four fields 
were available in the profile creation widget. Regardless 
of that, the number of expressed interests was practi-
cally the same in both cases: 15.7 interests/user in the 
event recommendations case I and 14.5 in the magazine 
case. 
 
The event profile creation form guided users to give 
more specific information, since they were asked to tell 
about their favourite music, movies and books. Users 
did mention specific artists and items but, regardless of 
that, the most popular tags were comedy, dance, music, 
and pop music. Many identical interests were mentio-
ned in both cases, as can be seen in Table 2. 
 
In the first tests, only very few participants utilised the 
opportunity to bring in data from their social media 
accounts. A big obstacle was that very few had accounts 
in the supported services (del.icio.us, last.fm, flickr.com 
and youtube.com). This was changed when we introdu-
ced the opportunity to link to Facebook. 
 
The event recommendation case II was the first one 
with the Facebook option. The four test users of the 

case created 7, 11, 13, and 39 interests respectively for 
their profiles. Two of them used the opportunity to 
import data from Facebook and the largest numbers of 
interests resulted from Facebook import. Users hesi-
tated to connect their Facebook accounts. They were 
worried about the application posting messages on their 
Facebook wall and about their contact information 
spreading to advertisers. They also wanted to be in strict 
control of what is published on their wall. 
 

Table 2: Interests that were given by users in two cases: the 
magazines and event recommendation case I 

 

Animals Languages Riding 
Art Literature Sports 
Baking Making food Stand-up comedy 
Dancing Music Summer 
Fashion Nature Swimming 
Movies Photography Theatre 
Furnishing Pilates Traveling 
Gym, exercise Psychology Zumba 
Internet Reading  

 
The test users created their profiles on the web page of 
our profile service. This was experienced as inconveni-
ent because the recommendations were available on the 
mobile phone: 
 

"I could use those interests if they were integrated into the 
application, so that it would not be necessary to go separately to 
the web page to type them in, feels laborious. And if there were 
enough events. We were maybe a bit too specific in our choices 
[of interests] and the app did not find such events." 

 
The recommendations shown via the HbbTV appli-
cation were generated with the help of the same por-
table profile as for the mobile app and this helped test 
users to better understand the idea and value of the pro-
file portability. 
 
In the initial co-creation phase for the Mediatutka ap-
plication, carried out in Owela, users discussed auto-
matic data sources and updates to the profile. Users were 
more positive about importing their Facebook data 
than about letting the app analyse their browsing histo-
ry. Many users expressed their concern of Facebook 
being able to keep track and collect information about 
their web browsing: 
 

"I understood that I can decide myself whether I import my 
Facebook likes or not. I'm not worried about that. Apps that 
I use with Facebook login, will become 'under the control' of 
Facebook, and I do not like that Facebook follows me every-
where." 

 

"It is OK to log in with Facebook, but it should be possible 
that Facebook would not get information of what I do on other 
web pages." 

 
In the Mediatutka user test, data from Facebook was 
transferred automatically when the user logged in with 
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his or her Facebook credentials. During the test, 167 
Facebook interests were linked to their semantic mean-
ings and added to the user profiles (7.3 interests/user). 
Half of the test users also added interests manually: 100 
interests in total or 7.7 interests/user. 

The interests imported from Facebook consisted most-
ly of proper names such as names of public persons, 
from politicians to artists and sportsmen, names of mo-
vies, TV programmes, actors or directors, and names of 
locations (Figure 3). 

 
 
 
 
 
 
 
 
 
 
 

Figure 3: Examples of interests that were extracted out of the Mediatutka test users' Facebook data 
 
3.2 Portable profile service concept 
 
The concept of portable profiles - being able to create 
and manage one's own interest profile and to use it in 
different services when the users wants to do so - was 
well received by the magazine case test users (as presen-
ted in Figure 4): 
 

• 64 % regarded the service concept as very or fairly 
interesting, 

• 57 % regarded the service concept as very or fairly 
useful, and 

• 47 %, considered it very or fairly probable that 
they would use such a service if it was available. 

Free text comments revealed worries about privacy and 
security. Also the potential misuse of the profile, for ex-
ample, for direct marketing, worried some test users. 
Some users also expressed concerns about how much 
work it would require to create and maintain the profile. 
Similar concerns were expressed in both event recom-
mendation cases. These test users suggested that the 
application would learn their interests based on which 
events they have attended and which events and event 
categories they mostly browse. This would reduce the 
effort needed to create and maintain the profile. 
 
Regarding sharing the profile, users suggested that it 
should be possible to offer only a selected part of the 
profile to a new service for making recommendations. 

 

 
 

Figure 4: The opinions of 119 test users in the Magazine recommendation case regarding claims about the profile service. Main question: 
How do you feel about a profile that you could maintain in one service and use in different services to get personalised content recommendations. 

Scale: -2 = completely disagree; -1 = partly disagree; 0 = neither agree nor disagree; 1 = partly agree; 2 = completely agree 
 
This would lower the threshold for sharing personal 
data with a new service. Also, in the Mediatutka co-de-
sign phase using Owela, dividing the profile into differ-
rent levels of security was proposed as a solution to bet-
ter manage the use of the service, particularly if the pro-
file is connected to the user's real identity. Owela users 
were worried about their privacy and about controlling 
their data successfully: 

"I could try a portable profile, particularly if controlling my 
data (profile, and use of web) has been solved well." 
 
"In principle, using the same username and password would 
make life easy and ideally one would need only one set of 
credentials, but in practice I'm distrustful of transferring data 
between services. Also, of all the data that services collect about 
their users, often without the users realising it." 

Person Location Music genre Organisation Music artist 
Anton Corbijn Khatmandu Folk music The City School Jukka Leppilampi 
The Stig Pasila Blues Wikileaks Glenn Miller 
Zooey Deschanel Suomenlinna  TechCrunch Patricia Kaas 
Paolo Coelho Vantaa  Wikileaks 
Barack Obama Kuopio  TED 
Banksy Columbia Road market  Helsinki University of Technology 
Lady Gaga Vihti 
Chetan Bhagat 

TV Show
The Simsons 
True Blood 
Seinfeld 
Airwolf 
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Users were worried about revealing too much informa-
tion about themselves by mistake: 
 

"I'm scared of the concept of a portable profile, so that more 
people would know more about me. Even though I would de-
cide myself where and what will be transferred, I would at some 
point click the wrong button, and there goes my profile some-
where again." 

 
It was also suggested that the profile service should keep 
a detailed log of who had accessed the user data and 
when. The possibility to remove all personal data from 
the service was also mentioned as an important requi-
rement. 
 
3.3 Recommendation based service concepts 
 
Our tests of recommendations in connection with dif-
ferent types of media content have revealed both some 
common and some application specific features and re-
quirements. 
 
In the magazine case, users could access the articles only 
via the recommendation list. In the free text comments, 
users suggested introducing search as well as browsing 
by category: 
 

"It was nice to be able to read articles, but one could choose 
which one to read if they had been categorised somehow." 

Test users also expressed conflicting concerns about a 
recommendation based service: some worried that they 
would be faced with information overflow with all the re-
commendations, whereas others were concerned that they 
would miss some interesting content if the content was 
only available through personalized recommendations. 
 
Despite these concerns, 63% of the magazine case test 
users experienced it to be very or fairly fun to explore 
articles based on their personal profiles (Figure 5). 61% 
of the responders found the concept of an article re-
commendation service to be very or fairly interesting 
(Figure 6). 
 
Magazine articles and event information are of very dif-
ferent nature. Magazine articles are often read alone for 
solitary entertainment or to get some general informa-
tion and new ideas on varied topics, whereas event infor-
mation is mostly needed for planning future activities. 
 
Finding information on interesting future events is a 
search task and an event recommendation service clear-
ly competes with other ways of getting information. 
 
Test users mentioned online search, traditional channels 
such as newspapers and posters, and hints from friends 
and family as important sources of event information. 
Also event ticketing agencies and event organisers' web 
pages were mentioned as important data sources. 

 

 
 

 

Figure 5: 
Answers to the question: How fun was 
it to explore magazine articles based on 

your profile? (N=103) 

Figure 6: 
Answers to the question: How interesting do 
you find a service that recommends articles to 

you based on your interests? (N=110) 
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Even though finding event information has more the 
nature of a task to be performed than of entertainment, 
based on the brief experience with the TV application 
for event recommendations in case II, the test users 
saw event information as potentially entertaining. If and 
when high quality, professional videos relating to events 
were available, it could be relaxing to browse them at 
home through the TV: 
 

"This is actually pretty handy, looks practical and it would 
actually be pretty handy to search, for example weekend acti-
vities." 

 
Similarly to in the magazine case, event case test users 
did not want to rely only on recommendations, but ex-
pressed the need to be able to search and filter events 
actively by themselves. In the event case II, there was 
already a location filter but the users wanted to have 
more opportunities than that for filtering. 
 
Users proposed additional services such as alerts of 
future events, reminders of events that the user has ex-
pressed interest in, and information about additional 
services needed when going to an event. 
 
Particularly, once the user has found an interesting event, 
information about various kinds of additional services 
and alerts are welcome. Several test users expressed their 
interest also in being alerted about interesting events in 
advance. For example, an 18-year old secondary high 
school student said: 
 

"it would be good to have recommendations about concerts well 
in advance". 

 
One of the test users wished that only events that 
match his interests really well are recommended to him. 
According to him, it is better to show nothing than 
recommendations that are only loosely related to his 
interests. 
 
Since going to events is a social activity, an event re-
commendation application would need to be able to 
take into consideration the profiles of several persons. 
The social features of the app were highly appreciated 
by the test users: 
 

"That "friends" view is really good." 

Deciding about going to an event with friends often re-
quires communication and this should be easy and flex-
ible to arrange. 
 
Easy sharing through Facebook was suggested by one 
test user in case II. Our test users did not, however, wish 
everything be open to their friends but wanted to have 
the opportunity to keep some events private. 
 
A specific requirement relating to events is that the ser-
vice needs to include information of all events in the 
geographical area that the service specifies as its cove-
rage. Users appreciate being able to be certain that the 
data covers all relevant events and that they need not 
look for event information from additional sources. 
 
In the initial co-creation phase for the Mediatutka ap-
plication, automatic interest based notifications were 
discussed. An easy way to control how recommenda-
tions and alerts are received was of high priority. As in 
earlier cases, users were afraid of getting a too narrow 
view of the world if they followed matters only via per-
sonalised recommendations. Some users even questio-
ned the value of profile based recommendations: 
 

"I see no added value. Besides, it is extremely limited if, based 
on the profile, the radio would every day play the same songs." 

 
In the actual Mediatutka user test, many users welco-
med the idea of location based recommendations. Ta-
king the recommendations where the user moves provi-
des a new dimension to recommending content and se-
veral test users found it enjoyable. Particularly those per-
sons who use public transport are given the opportunity 
to explore recommendations on the move via their mo-
bile devices. 
 

"Push notification based on my location is a good feature which 
I used a lot when on the move (bus, metro)." 
 
"The basic idea is good. When on the move in the city, I would 
be glad to keep on an app that tells me of topical things around 
me." 

 
Persons with a tight schedule and/or driving their own 
car or bicycle appreciate getting their recommendations 
and alerts just before starting a trip and not during it. 

 
 
4. Discussion 
 
User data and user profiles are key factors in web based 
business that offers personalised recommendations and 
even more so when developing personalised digital ser-
vices. We have created a prototype of a profile service 
that lets users create and maintain their profiles for use 
in different media services. In our tests, users created 
their profiles by manually registering interests and by 
importing their data from various social media services. 

Most user profiles in our tests consisted of 10 to 20 
interests. This is a fairly small number, but still, it was 
enough to give users a practical experience of profile 
creation and utilisation in connection with recommend-
ations. Profiles could be expanded and enriched with 
the help of linked data to give enough information for 
making recommendations. Users welcomed the idea of 
being able to control their data but they had many 
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questions and doubts as to whether the data can be 
controlled and privacy maintained well enough also in 
practice. Users were afraid that they would by mistake 
reveal too much information. We could also see that 
some users wished that the profile would be updated 
automatically based on their actions. This indicates a wil-
lingness to let the service gather their data as long as 
there is clear benefit to the user. 
 
The barrier to sharing profile data without any con-
nection to the real identity is, of course, lower than sha-
ring with identity, but in practice anonymity is difficult 
to maintain (Kobsa, 2007; Narayanan and Shmatikov, 
2008.). This problem is emphasised by the increased 
use of mobile devices with location tracking capacities 
and social networking information. These types of in-
formation make anonymity an even harder goal to reach 
(Toch, Wang and Cranor, 2012). If the user proposed 
solution of sharing only a selected part of the profile 
will be implemented, simplicity and ease of use must be 
key design goals. 
 
Users were doubtful about security particularly when 
data is shared between services. People's discomfort with 
being monitored in their web usage became clear also in 
connection with Facebook: several users had the im-
pression that Facebook is tracking their web usage every-
where where the Facebook login is used and this has 
caused resentment. In our cases, importing interests and 
data from Facebook more acceptable than that Face-
book would collect information on the person's web 
usage. 
 
People's lack of trust in the current ways of handling 
user-related private data is well grounded considering 
the recent news of widespread data surveillance and data 
mining activities, not only by advertising companies but 
also by governments. News like this contributes to in-
creased awareness of problems with online privacy and 
we can expect growing suspicion towards gathering and 
sharing of personal information. On the other hand, 
awareness of privacy issues creates a demand for sys-
tems that offer good control of personal data. A user 
controlled profile is only one part of the big puzzle and 
the entire life cycle of user data should be made trans-
parent enough to encourage users to share their data for 
purposes that they regard as valuable. 
 
The data that people provide when creating their pro-
files is very much determined by the way that the in-
formation is asked for. General questions produce gene-
ral interests. Recommendations can be based on general 
interests, but in order to be able to make really matching 
recommendations it is necessary to know specific in-
formation about the user's interests. For example, in-
stead of the general interest of movies, the genre of 
movies that the user prefers or which specific movies 
represent the user's preferences particularly well, are 
very useful. The Facebook data obtained contained 

much information on specific interests. Contextual infor-
mation, location in our last case, offered a new dimen-
sion to take into account in the recommendations and 
this was well received by our test users. 
 
The possibility of modifying the profile must be well 
connected to the services that use the profile. Adding 
and updating one's profile is most motivating in con-
nection to a real case where the profile is being utilised. 
In practice, building the portable profile step by step 
with specific application areas in mind is a practical and 
feasible way to create a portable, multi-purpose profile. 
 
A limitation of our study is that profile portability could 
only be partially evaluated by users since in each case 
the profile was only used in one service and users did 
not get the true experience of using the same user-con-
trolled profile in different services. Additional research 
relating to portability should address this issue and 
should, in particular, focus on the privacy and sharing 
aspects. 
 
Recommendations can be used with many types of me-
dia content and information. Depending on the type of 
content or information that will be recommended, re-
quirements for the recommendations vary: the require-
ments on correctness and relevance of the recommen-
dation are particularly high when items deal more with 
information than entertainment and when the user has 
a clear idea of what he or she is looking for (Liang, Lai 
and Ku, 2006). 
 
The interest related data of our cases is only part of the 
data that is included in a larger vision of user owned 
data (World Economic Forum, 2013; GOV.UK, 2013) 
where the aim is to give the access to various kinds of 
transaction and consumption data as well. If and when 
these initiatives lead to wide-spread adoption and users 
are willing to share this data, there will be very rich data 
also for making media related recommendations. A rich 
user model is also a prerequisite for the next generation 
of user-centric recommendation systems, as envisioned 
by Martin et al. (2011). 
 
The user need for having good control was strong in all 
our cases. It was clear in relation to the profile creation 
and also as to how the user can access media content. A 
related issue is the fear of being overwhelmed which 
came up in connection to magazine recommendation 
and notifications. The user experience of recommenda-
tion based services depends on how the whole service 
has been built (Knijnenburg et al., 2012). In the maga-
zine case, the users wanted to have different ways of ex-
ploring the available content and not only to access it 
via their profile even though they also enjoyed this type 
of access. This is one indication of how the users want 
to be able to control their media consumption and not 
to be led by only the profile and recommendation algo-
rithms. 



A. BÄCK, S. VAINIKAINEN  -  J. PRINT MEDIA TECHNOL. RES. 3(2013)3, 157-168 167 

29 Dec. 13 Proof A JPMTR-1316-E7(ml) 

5. Conclusion 
 
We have here presented results of user tests of se-
mantic profiles and semantic recommendation services 
in four different cases. Our cases have produced a 
number of findings that can be used as guidelines when 
developing applications that need user profiles and of-
fer recommendations. 
 
As expected, people are concerned about their privacy 
and data security and this needs to be addressed very 
carefully when taking the concept of a portable profile 
further. It is important to consider profile creation, par-
tial profile sharing and most typical services using the 
profile as a whole: the profile content should support 
the intended services and users should feel comfortable 
about sharing their data. When raw data for profile cre-

ation is imported automatically, these aspects need to 
be taken into consideration in analysing and enriching 
the data. Presenting the data for the user to review and 
finalise is one way of giving users good control. 
 
Recommendations are and will remain an important 
element in various types of media and information ser-
vices. Users expect accurate recommendations, but accu-
racy is only one of the aspects that is needed to give a 
good user experience. Some users are afraid of missing 
something if a great deal of content is accessible only 
via recommendations; some are afraid of being over-
whelmed by too many recommendations and notifica-
tions. Both these fears need to be taken into considera-
tion when designing recommendation based applications. 
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Abstract 
 
A successful media service must ensure that its content grabs the attention of the audience. Recommendations are a 
central way to gain attention. The drawback of current collaborative and content-based recommendation systems is their 
shallow understanding of the user and the content. 
 
In this work, we propose recommenders with a deep semantic knowledge of both user and content. We express this 
knowledge with the tools of semantic web and linked data, making it possible to capture multilingual knowledge and to 
infer additional user interests and content meanings. In addition, linked data allows knowledge to be automatically derived 
from various sources with minimal user input. We apply our methods on magazine articles and show, in a user test with 
119 participants, that semantic methods generate relevant recommendations. Semantic methods are especially strong 
when there is little initial information about the user and the content. We also show how user modelling can help avoiding 
the recommendation of unsuitable items. 
 
Keywords: recommendation systems, personalization, semantics, semantic web, linked data, media services, 

metadata, user profiles, ontology 
 
 
1. Introduction 
 
1.1 Background and objectives 
 
Media services compete for the attention of the users. As 
pointed out in the theory of attention economy (Simon, 
1971; Davenport and Beck, 2002), human attention is a 
scarce commodity that determines what enters our aware-
ness and what we decide to act on. To be successful, a 
media service must ensure that its content grabs the at-
tention of the audience. One way to do this is to offer 
content that the user finds relevant in his/her current 
situation. Well-known examples from the web search 
domain are Google's PageRank algorithm (Brin and Pa-
ge, 1998) that determines the presentation order of the 
search results and the AdSense program linking adver-
tisements to search queries. 
 
Recommendations are a central way to gain attention in 
digital media services. A recommender or recommenda-
tion system (RS) is a computer-aided tool that helps 
users find relevant items such as magazine articles, books, 
songs, movies, suppliers or people. An RS should assist 
users in avoiding poor decisions. The information that 
forms the basis for the recommendation system may be 
collected explicitly (typically from registration or profile 

data, users' ratings, social networks) and implicitly (ty-
pically by monitoring user behaviour, like web pages 
browsed) (Bobadilla et al., 2013). Recommendation can 
be viewed as filtering of data. Filtering methods are usual-
ly divided into three main categories (Meymandpour and 
Davis, 2013): collaborative filtering that employs user ra-
tings and browsing history without further information 
on the items, content-based filtering that uses item descript-
ions and compares them to user profiles, and knowledge- 
-based filtering that matches knowledge about user in-
terests and preferences with knowledge about items. 
Knowledge is expressed as structures, such as ontolo-
gies (Middleton, Shadbolt and De Roure, 2004), re-
strictions and cases. In some taxonomies, the term demo-
graphic filtering is used to depict that common personal at-
tributes (sex, age, profession, etc.) influence the recom-
mendations. Social methods taking into consideration a 
user's social networks are becoming more and more im-
portant. Hybrid approaches integrate features from se-
veral methods. They have been found to produce better 
results than any single method alone, like in the Netflix 
Prize competition (Bell, Koren and Volinsky, 2008). One 
drawback in current collaborative and content-based ap-
proaches is the shallow knowledge of user interests and 
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meanings in content items. This weakness is especially 
severe when new users enter a recommendation service 
- this is the so called cold start problem. By acquiring 
knowledge about the user and storing it into a user pro-
file, recommendations can be generated right from the 
start. To be able to express deep knowledge about user 
and content, we, like some others in the field, use se-
mantic web technologies and linked data. This makes it 
possible to capture multilingual knowledge and to acqui-
re additional knowledge from external databases with 
minimal user input. Many semantic databases have made 
their knowledge available through open API's (Appli-
cation Programming Interface) and use the linked data 
principles defined by Berners-Lee (2006). Based on these 
principles, Uniform Resource Identifiers (URIs) are used 
as pointers to concept definitions. The same concept 
(e.g., temperature) may be present with various naming 
(e.g., Fahrenheit, Celsius) in different databases but, as 
long as the databases include links to the same concept, 
the ambiguity can be resolved. The semantic web defi-
nes knowledge resources as subject-predicate-object tri-
plets using the Resource Description Framework (RDF)1 
and the Web Ontology Language (OWL). These resour-
ces can be queried from RDF databases using SPARQL 
queries2. Large open knowledge bases include a Google-
owned community-built database called Freebase3, the 
Wikipedia based DBpedia4, the geographical database 
Geonames5, and the Finnish KOKO ontology of the 
Finnish Ontology Library Service ONKI6. These data-
bases overlap to some extent, but each of them con-
tains unique knowledge and, to maximise the covered 
concepts, several databases need to be used. KOKO is 
good for general concepts and gives information about 
related concepts, whereas Freebase and DBpedia con-
tain a large amount of knowledge about persons, music, 
and movies. Our aim is to develop recommendations 
that rely on deep understanding of both the user and the 
content and in this way to improve the recommend-
ation relevancy. The recommender must allow for al-
most automatic knowledge capture, minimizing the 
amount of user input necessary. In this paper, we re-
port the results of applying these methods in recom-
mending magazine articles. The recommendation qua-
lity was evaluated in a user test. 

1.2 Related work 
 
Meymandpour and Davis (2012) have developed linked 
data based similarity metrics for recommending closely 
related resources. Their metrics is based on shared con-
cept features and information theory. In our work, we 
also match the semantic meaning of content and user 
profiles, but we use semantic reasoning instead of ma-
thematical similarity measures. 
 
Middeton, Shadbolt and De Roure (2004) take an onto-
logical approach to user profiling for recommending 
on-line academic research papers and claim a perfor-
mance improvement compared to non-semantic recom-
menders. Unlike our work, where knowledge about the 
user is captured from external sources, they rely entirely 
on monitoring the user behaviour in the actual service. 
 
Safoury and Salah (2013) propose a recommender based 
on user demographics as a way to avoid the cold start 
problem of content-based and collaborative filtering. Ap-
plying the method on MovieLens7 data, they found that 
the demographic data in the MovieLens dataset did not 
influence differentially on users' ratings. In our work, 
we use more knowledge of the user than just demo-
graphics. Fernandez-Tobias et al. (2011) have developed 
semantic-based cross-domain recommendations. Their 
aim is to recommend music that is relevant to a particu-
lar place. Linked data (DBpedia) is used for finding se-
mantic relations between places and music and a weight-
ed graph is generated to match items between the target 
and source domains. 
 
In comparison, we use several linked data sources to get 
additional information of different domains, e.g. music, 
books and movies, to recommend content items based 
on the user interests on various levels (e.g., genre/artist 
name, movie/actor). The remainder of this paper is 
structured as follows. First, we lay out our framework 
with its central principle of semantic enrichment. We 
then present our knowledge-based recommendation me-
thods. In the results part, we describe a user trial with 
magazine article recommendations and evaluate the per-
formance of our methods. 

 
 
2. Framework and methods 
 
2.1 Semantic portable profile platform 
 
The user profile is central in our knowledge oriented ap-
proach, as pointed out above. Our Semantic Portable 
Profile Platform (SP3) supports creating, managing and 
utilising semantic user profiles (Figure 1). The SP3 plat-
form has been used in a multitude of applications and 
its methods have continuously been developed. The plat-
form contains tools for linking interests, context and 
content to semantic metadata (see Section 2.2) as well 

as methods for generating recommendations (Section 
2.3). In this article we concentrate on using semantic en-
richment for recommending magazine articles. The pro-
file portability aspects of the SP3 platform are not with-
in the scope of this article. 
 
SP3 lets users create and maintain their profiles by im-
porting data from their social media accounts and by ma- 
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Figure 1: Semantic Portable Profile Platform (SP3). (Mediatutka refers 
to a mobile application which supports location based recommendations.) 
 
nually inputting interests with the help of a semantic 
autocomplete widget (Figure 2). Life situation informa-
tion such as family and employment situation can also 
be added. 

The profiles are portable, which means that they can be 
used in several services. Third parties that wish to uti-
lize the user's existing profile can do so with the user's 
acceptance using OAuth8 - an open standard for autho-
rization. REST (Representional State Transfer) APIs are 
offered to create, update, read and delete profiles from 
other services. 
 
User and content metadata is modelled in RDF format, 
reusing concepts and properties from existing ontolo-
gies. The user data is coded with the help of following 
ontologies: FOAF9 is used for describing demographics 
and online accounts, vcard10 for home and work ad-
dresses, geo11 for location co-ordinates, Review12 for 
user ratings of interests with the values hate, like, and 
love, tags13 for user interests, dcterms14 for links to URIs 
of interests, and SCOT15 for recording the account from 
where an interest is generated. 
 
Content is modelled using Dublin Core dc16 (e.g., title, 
description, subjects as keywords), dcterm (subjects as 
URIs, issue date) and prism17 (name and number of pu-
blication, location). 

 

 
 

Figure 2: User profile creation in the profile service. Demographic and life situation information and user interests 
retrieved from different data sources can be viewed under the different tabs 

 
2.2 Semantic enrichment 
 
2.2.1 Enrichment methods 
 
Our semantic enrichment methods use linked data for 
attaching metadata to users' interests or content meta-

data. Semantically enriched user profiles and content 
metadata are then used for personalized recommenda-
tions. 
 
The workflow of our semantic enrichment methods (Fi-
gure 3) is described in the following sections. 

 

 
Figure 3: The workflow of semantic enrichment
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2.2.2 Semantic tagging widget 
 
The Semantic tagging widget (Vainikainen, Näkki and 
Bäck, 2012) lets the users manually add semantic tags for 
describing their interests. The same widget can also be 
used for content annotation. This autocomplete widget 
can be configured to use one or several linked data sour-
ces depending on the requirements of each particular 
case. When the user selects the suggested tag, its mean-
ing is captured as a Linked Open Data URI. 
 
In the profile service, automatic suggestions have been 
limited to general terms from the Finnish KOKO-on-
tology; music, movies, books, theatre and sports from 
Freebase; and places from Geonames. KOKO supports 
the management of general concepts in Finnish, Swe-
dish and English. With Freebase, suggestions can be ex-
panded to persons and their creations. When automatic 
suggestions are limited to fewer semantic databases and 
categories, automatic suggestions become clearer and sug-
gesting the same concept from different semantic data-
bases can be avoided. 
 
2.2.3 Semantic analysis of keywords  
 
Our semantic keyword analysis (Nummiaho, Vainikai-
nen and Melin, 2010) uses publicly available knowledge 
bases - WordNet18, KOKO, Geonames, DBpedia and 
Freebase - to analyse tags and keywords and turns them 
into semantic elements. We use it in the semantic ana-
lysis of short texts (such as TV synopses or tweets), and 
for analysing the keywords and tags coming from a user's 
social media accounts. Also service providers' vocabu-
laries and categories are semantically enriched using this 
method. 
 
The process of adding semantic meaning to keywords 
consists of several steps. First, we try to detect the lan-
guage used. If the language is identified as English, Fin-
nish or Swedish, we proceed to semantic annotation. 
 

a) If the keyword is in English, we look it up in 
WordNet and determine its most likely meaning by 
finding similarities with the other keywords that it 
was used in conjunction with. 

b) If the detected language is Finnish or Swedish, we 
first try to figure out its meaning using KOKO. 
Finnish words are POS (Part-Of-Speech)-tagged, 
which means that they are identified as nouns, 
verbs, adjectives, etc. If there is no direct match in 
KOKO, we try to find a match for the word's 
plural form, and if this is not successful, we check 
the spelling suggestions for the word and their 
plural forms. If there is no match in KOKO, we 
translate the word to English and look it up in 
WordNet. 

c) For English and Swedish words without match in 
WordNet, we first translate the word into Finnish 
and look up meanings for it in KOKO, also trying 

the word's plural form if needed. In case we still do 
not find a match, we look up the word in DBPedia, 
Freebase, and Geonames and choose the one with 
highest confidence. Confidence is estimated using 
the Jaro-Winkler distance (Winkler, 1990). 

 
If the language was not detected as English, Finnish or 
Swedish, we modify the word using spelling suggestions 
for English and Finnish in order to see if the word 
would, after all, be in Finnish or English, and do the sa-
me tests as described above. 
 
We obtain the plural forms of Finnish words from Jou-
kahainen19 and Finnish spelling suggestions from Tmis-
pell20. We use Suomi-Malaga21 to POS-tag Finnish words. 
We get the English spelling suggestions from ASpell22 
and translations from Microsoft Translator23. We store 
all alternative meanings for the analysed concepts in 
RDF format using SKOS24, MOAT25, SCOT and Tags 
ontology. The primary meaning is linked to the analy-
sed concept with the skos:closeMatch property. 
 
2.2.4 Semantic expansion of concepts 
 
Once the semantic meanings and their URIs have been 
defined, additional information relating to the concepts 
will be retrieved from the original linked datasets and 
stored in the SP3 platform databases. We combine data 
from the different linked data sets and load it into a 
common schema. The schema is based on the SKOS 
ontology and it defines the concepts and their relations. 
Additional properties will be used to define location 
data. The integration and simplification of heterogene-
ous data enables us to use it efficiently in generating the 
recommendations. 
 
For every meaning (skos:Concept), we store its langu-
age versions (skos:prefLabel), its type (rdf:type) and 
links to similar concepts (owl:sameAs, skos:closeMatch). 
Relations between concepts are stored in skos:narrower, 
skos:broader, skos:related, skos:narrowerTransitive and 
skos:broaderTransitive properties. We retrieve addition-
al information depending on the type of the concept. 
For example, if the concept is a music artist, informa-
tion relating to music genre, bands, and other artists in 
the band will be retrieved; if the concept is a movie, in-
formation relating to its actors, directors, writers, genre 
and other movies in the same genre will be retrieved. For 
sports related concepts, additional information about the 
league, teams, players or athletes will be retrieved. For 
Geonames location concepts, geo coordinates and place 
hierarchy, such as continent, country, administrative di-
visions and nearby places, are retrieved. In addition to 
the SKOS ontology, Geonames ontology26 properties 
such as featureClass, featureCode, inCountry, coun-
tryCode as well as the geo ontology properties geo:lat 
and geo:long are used to store location information into 
the profile database. We use an OpenLink Virtuoso 
RDF27 database to store the semantic data. 
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2.3 Knowledge-based recommendation methods 
 
2.3.1 Algorithms and workflow 
 
Knowledge-based recommendation algorithms compare 
semantic content items with semantic user preferences 
and select the closest matches to recommendations. 

We create the semantic representations using the above 
described methods. Mathematically, the user i gets an 
ordered list of content item recommendations {A´i,1,..... 
.....A´i,p} from the matching function M having as argu-
ments the user profiles Ui and the content items Aj for 
positive integers I [Equation 1]. The matching function 
value is called rank value r. 

 ∀݆ ∈ ሼ1, . . ݌ − 1ሽ,   M(Ui,A´i,j) ≥ M(Ui,A´i,j+1)  ˅  ∀ݏ ∈  M(Ui,A´i,p) ≥ M(Ui,A´i,p+s)  [1] ,ܫ
 
We have developed two variants of knowledge-based 
recommendations representing increasing amounts of 
semantic enrichment and knowledge about the user: se-
mantic and life situation specific. 
 
As a baseline method, we use free text indexing without 
semantics in the content metadata creation. 

The workflow of the recommendation methods is de-
picted in Figure 3 and described in the following sec-
tions. It is important to point out that we generate the 
recommendations based on the users' semantic profiles 
but we use additional criteria, such as publication date 
or location, to make the final decision on which items to 
show as top recommendations to the end users. 

 

 
 

Figure 3: The workflow of the free text based, semantic and life situation based recommendation methods 
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2.3.2 Free text indexing based recommendations 
 
Our free text indexing method matches semantically en-
riched user profiles with the content text index without 
any metadata enrichment. The semantic enrichment of 
user profiles gives support for multiple languages and 
enables extending searches to related subjects. We have 
used the Lucene28 engine to index article texts and their 
existing metadata. Terms were stemmed in indexing. 
 
The matching used the Solr29 search engine which gives 
relevance values normalized between 0.0-1.0. These va-
lues were used for ranking recommendation results ac-
cording to Equation [1]. 
 
2.3.3 Semantic recommendations  
 
In this method, both users' interest profiles and content 
metadata were semantically enriched as described in sec-
tion 2.2. 
 
We used SPARQL queries to match semantic user profi-
les and content metadata. Ontological concepts may 
match directly or via closer or more distant concept rela-
tions. Weights were defined based on the distance of the 
match, so that a shorter distance gave a higher weight. 
 
When an exact match was found between an article and 
a user interest, ontology relations were used for search-
ing additional content to recommend. Weighted dis-
tances and the user-defined level of user interests (hate, 
like, love) were used for calculating the rank values. 

When several interests of the user profile match, the rank 
value increases. 
 
2.3.4 Life situation based recommendations 
 
In this method, additional knowledge was added to the 
user profile. We studied how to model the user's life si-
tuation and how to take it into consideration in recom-
mendations. Life situation definitions were based on 
the user's age and gender, family situation such as the 
age of children and the employment situation, such as 
working, student or retired (Table 1). 
 
Each life situation is described by an ontology with a cer-
tain concepts set. First, we looked up all concept URIs 
that matched each life situation that the user belonged 
to, meaning gender and age, employment situation, and 
family situation. We removed from this set of URIs all 
concepts that, while relevant, should not be recommend-
ed (e.g., "how to prevent burn-out at work" for the un-
employed). The resulting set of URI's represents the 
user's stereotypical interests. 
 
After this, we constructed SPARQL queries to find arti-
cles that match each of these stereotypical interests. 
Known user dislikes were filtered out of the results. We 
also searched for articles that would match skos:narrow-
erTransitive or skos:narrower of the concepts URIs of 
the defined life situation. The resulting articles were gi-
ven weights depending on which hierarchic relation was 
used to obtain the match. 

 
Table 1: Overview of the life situation definitions used in our work 

 

Life situation The ontology used for modelling Examples 

Age and gender 
12 different groups 
based on gender and 
age limits 

FOAF 
foaf:Group, foaf:gender, 
foaf: topic interest 
owl:Restriction for age limits 

women_15to19; 
movies, sport, music, shopping, fashion, 
make-up and trends. 
women_50to64; 
food and drink, travelling, handicrafts, 
culture and nutrition. 

Employment 
situation 

entrepreneur, working, 
unemployed, student, a 
stay at home mom/dad, 
and retired 

SKOS 
owl:NegativePropertyAssertion 
for defining which concepts should 
not be recommended 

working; wages, work, travelling to work… 
unemployed; unemployment, job 
interview...  

Family situation 

Number of children 
(one or more children, 
no children) 
Ages of the  children 

FOAF 
foaf:Group, foaf:topic_interest 
owl:NegativePropertyAssertion 
for defining which concepts should 
not be recommended together 

toddlers (<=2 years) 
small children (3-6 years) 
small children (7-12 years) teenagers (13-
17 years) 
grown-up children (>=18) familyNoChild 
E.g. children, child diseases, parenthood, 
children's culture and children's clothes 
should not be recommended to a person 
with no children 

 
2.3.5  Hybrid methods 
 
We combined our semantic and text index based re-
commendations by calculating normalized rank values of 
the two recommendation result lists. The items that were 

found in only one of the lists were given the rank value 
of this list, and the items that were present in both lists 
were assigned a rank value that combined the two rank 
values. We used the following formula in combining the 
rank values: r = max(r1, r2) +sqrt(min(r1, r2)), where r1 is 
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the semantic recommendation rank value, r2 the text ba-
sed recommendation rank value, and r the final rank va-
lue of the recommendation. We also tested linear (r = r1 

+ r2) and squared (r = max(r1, r2) + min(r1, r2)^2) me-
thods for combining the rank values, but the square root 
approach produced the best results. 

 
 
3. User tests 
 
We tested the quality of recommendations with actual 
users and 606 magazine articles from 12 women's ma-
gazines published by Sanoma Magazines Finland as the 
test set. Users were recruited by email. In total, 337 users 
created a profile and 119 out of them completed the en-
tire user study. 

The age distribution was between 18 and 64 with 58% 
of the participants being under 35 years of age. Most of 
the participants were women (116/119). Four recom-
mendation methods - free text based indexing, basic and 
modified semantic as well as life situation semantic - 
were developed and tested (Table 2). 

 
Table 2: Recommendation methods and their testing 

 
Method Content and logic Profile  Testing 

Basic 
semantic 

Manually created metadata using the 
magazine vocabulary linked to semantic 
databases such as KOKO, Freebase and 
DBpedia to obtain semantic meanings of 
the concepts.  

Semantically 
enriched concepts. 

Online in two phases.  
1. Users created profiles (interests, dreams, 

etc.) manually either by using free words or 
by choosing words that were linked to a 
semantic database. Linking to social 
networks (YouTube, etc.) was offered. 

2. Users rated the recommendations 
Free text 
indexing 
based 

Text index of articles  Same as above Same data as above 

Modified 
semantic 

Magazine vocabulary and 
recommendation logic were updated 
based on the experiences of previous 
tests. 

Same as above  Same data as above 

Life 
situation 
semantic 

Magazine vocabulary ontology extended. 
Recommendation logic developed. 

The profile page 
for inputting life 
situation data was 
developed 

23 life situations modelled in software and 
recommendations subjectively tested. 

 
Magazine articles on various topics and of various story 
types were chosen and a Sanoma Magazines represent-
ative added metadata manually using a magazine voca-
bulary30 that was at the time under development in the 
company. The concepts of the magazine vocabulary were 
automatically analysed and links to semantic databases 
were added to give them the semantic meaning. The 
results of the automatic semantic analysis were checked 
manually. Of the 658 defined concepts in the magazine 
vocabulary, 6.2% needed correcting. In addition, names 
of places in the metadata of travel related articles were 
semantically enriched using the Geonames dataset. 
 
The articles were available online on a web site. The 
users were given the tasks of creating profiles for them-
selves and then to rate the article recommendations that 

were offered to them based on their profile data. In the 
profile creation phase, users' interests, future plans, 
dreams, and current problems were asked for. Users 
could give their input either by entering words freely or 
by selecting among suggested tags using the semantic 
tagging widget. Users could read the recommended arti-
cles on a website that was developed for the test and 
they were asked to rate the recommended articles on a 
scale from -2 (not at all relevant) to 2 (highly relevant). 
 
337 user profiles with a total of 4892 concepts or tags 
(14.8 tags/user) were created; the lowest quarter ente-
red 9 tags at the most, half of the users gave at least 13 
tags, and the top quarter entered at least 19 tags, the 
maximum being 45 tags. We obtained 8116 article re-
commendation ratings from the test users. 

 
 
4. Results and discussion 
 
4.1 Evaluation and recommendations 
 
We calculated the precision P from the complete sets31 of 
relevant and recommended articles according to Equation [2]: 

P=   |ሼ௥௘௖௢௠௠௘௡ௗ௘ௗሽ ∩ ሼ௥௘௟௘௩௔௡௧ሽ||ሼ௥௘௖௢௠௠௘௡ௗ௘ௗሽ|  [2] 

In accordance with, e.g., Bobadilla et al. (2013), we con-
sider the recommended article to be relevant, if the user 
gives it a rating of 1 or 2 on the 5 point scale from -2 to 2. 
 
The precision Pr (Equation 3) is the number of relevant 
ratings M divided by the total number of user ratings N 
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         ௥ܲ =  ெே  [3] 
 

Alternatively, the precision per user is (Equation 4): 
 ௨ܲ =   ∑ ௉೔಺೔సభூ    [4] 
 
where Pi is the precision for user i, and I is the number 
of users. 
 
A measure of how well the recommendations are 
ordered is the Pearson correlation R between the rank 
value r and the user rating u (Equation 5). 
 ܴ =   ∑ (௥೔ି௥̅)(௨೔ି௨ഥ)೔ಿసభට∑ (௥೔ି௥̅)మ೔ಿసభ ට∑ (௨೔ି௨ഥ)మ೔ಿసభ     [5] 

 
4.2 Semantic recommendations  
 
The central idea of enriching the magazine vocabulary 
with linked data, especially with the concepts of the Fin-
nish KOKO ontology, and utilising this information in 
recommendations, worked well. The magazine vocabu-
lary is an high level ontology offering the main con-
cepts that are important for the different magazines. 
With the help of linked data, these concepts could be 
extended into more detailed concepts. The mappings 
between the concepts of the magazine vocabulary and 
the concepts of linked data helped in generating re-
commendations for user interests that were not directly 
included in the magazine vocabulary. For example, a 
user had defined her interest in carpets with the Swe-
dish word "mattor". Thanks to semantics, we obtained 
support for multiple languages and it did not matter in 
which language the interests had originally been de-
fined. The magazine vocabulary did not contain the con-
cept "carpets" but, based on the KOKO relations, the 
system knew that it was related to the concept of "fur-
nishing fabrics" and was able to recommend articles re-
lating to that subject. 
 
However, the method also produced false recommen-
dations. We analysed the false recommendations and 
made the following modifications to the basic method: 
 
Limiting semantic extensions 
An example of a false recommendation is when an 
article tagged with "MS disease" leads to recommending 
an article about "children's diseases". 
 
The reason for this was that, in KOKO, the concept 
"MS disease" links to "disease" which in the recom-
mendation process was narrowed to "children's disea-
ses". In this case, the recommendations should not have 
been extended to other diseases. 
 
When the link to the magazine vocabulary has been 
found with the help of extended links in the KOKO hie- 

rarchy, it means that the match to the concept of the 
magazine vocabulary is not an exact match. In such ca-
ses, the recommendations should not be extended to 
more specified concepts since this takes recommenda-
tions further away from the user's actual interest. 
 
Refining class hierarchy, metadata and concept relations  
Some concepts in the magazine vocabulary connected 
two different topics into one class (e.g., travelling and na-
ture) and this caused problems in recommendations.  
 
If a user had indicated that she was interested in "tra-
velling", the recommendations were extended based on 
the hierarchy of the vocabulary and the user also re-
ceived recommendations relating to nature. Several users 
who had more negative than positive ratings had used 
these concepts for expressing their interests. 
 
Person related roles (babies, children, adolescents, wo-
men, men, siblings and relatives) had been defined on 
the same level of the hierarchy. It was difficult to re-
commend family related articles because a simple tag 
"family" or "children" does not reveal what in particular 
the user is interested in. If a user inserted the tag "fa-
mily" into her profile, the recommendations included 
articles on topics from childbirth and babies to teenagers. 
 
The articles should be annotated more in detail and 
users should be encouraged to define more precisely 
what aspects of "family" they are interested in. 
 
More relations between concepts of the magazine voca-
bulary would be useful, for example to indicate a link 
between "weight control" and "diets". 
 
Refining  the mappings between KOKO 
and the magazine vocabulary 
We found that the hierarchical relationships between 
terms were sometimes problematic, especially in situa-
tions where the mappings had been made between very 
general concepts such as "events" and "phenomena". 
 
Mapping to the concepts of "organized events" and "cul-
tural phenomena" would have been more appropriate 
and prevented some false recommendations. 
 
The quantitative results from the user tests of the basic 
and modified semantic methods are presented in Table 3. 
 
The precision of the basic method was 0.58 and, if ra-
ting 0 was seen as relevant, 0.74.  The modified me-
thod was slightly more precise (0.63 and 0.77, respect-
ively). The precision per user was 0.68 for the basic me-
thod and 0.70 for the modified method. Using the basic 
method, 12% of the users gave a negative average 
rating, i.e., their recommendation list contained more un-
successful than successful recommendations. Using the 
modified method, the number of unsuccessful recom- 
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mendations could be decreased. The average ratings of 
three users changed from negative to positive and the 
average ratings of 6 users changed to highly relevant. 
 
The number of recommendations with negative ratings 
was smaller using the modified method. On the other 

hand, the added restrictions on ontology relations also 
reduced the number of relevant recommendations. In 
addition, the Pearson correlation between rank value 
and rating decreased from 0.23 using the basic to 0.15 
using the modified method. This implies that the rank 
value algorithm needs more tuning. 

 
Table 3: The relevance of the recommendations made using the semantic methods and evaluated with the following metrics: 1. Precision and correlation. 2. 
The percentage of the different rating values from the total amount of user given ratings for the generated recommendation list. The rating scale is from -2 
(not at all relevant) to +2 (highly relevant).  N is the total number of rated articles on test users recommendation lists. 3. The percentage of users having 

a rating average equal to one, positive but less than one, or negative 
 

 Basic semantic 
(Number of rated recommendations N= 8116) 

Modified semantic 
(N=4809) 

Precision Pr 0.58 0.63 
Precision Pu 0.68 0.70 
Pearson correlation R 0.23 0.15 
 

Rating Percentage of all ratings 
2  29 32 
1  29 30 
0  16 15 
-1  12 11 
-2  14 12 
 

Average rating per user User % (Number of users=119) 
 ≥1 40 45 
0 ≤ average rating < 1 47 45 
 <0 12 10 

 
To understand the correlation between rank values and 
user ratings better than just by looking at the Pearson co-
efficient we assume that, if the rank value is above a 
threshold (=1), the item exactly matches the user's in-

terests. If the value is below the threshold and the 
match has been found based on the relations of the se-
mantic concepts, it is assumed to match less well with 
the user's interests (Table 4). 

 
Table 4: The correlation between calculated rank values and user given ratings of the recommended articles. 

The recommendations were generated using the basic semantic recommendation method 
 

Calculated rank value of 
recommended article User rating Percentage of all ratings 

(N=8116) 
High rank value (r ≥1) Positive rating  (0, 1 or 2) 48 
High rank value (r ≥1) Negative rating (-1 or -2) 11 
Low rank value (r < 1) Positive rating  (0, 1 or 2) 25 
Low rank value (r < 1) Negative rating (-1 or -2) 17 

 
Table 4 shows a good overall quality of our recom-
mendations. However, 11% of the rated items had a 
high rank value but received a negative rating from the 
user. This may be because the subject area (e.g., family) 
was so wide and diverse that not all recommended arti-
cles were of interest to the user. 
 
The numbers indicate that, while semantic relations have 
the potential of finding additional interesting articles to 
recommend, it is important to consider carefully how 
these deep semantic relations should be used in order to 
avoid going too far away from the user interests. We 
also analysed which tags caused a conflict between the 

rank values and user ratings. Family, children, nature, 
vacation and travelling are examples of such tags. This 
supports the observation mentioned above that too ge-
neral terms produce false recommendations. 
 
4.3 Comparing semantic recommendations to 
      traditional free text indexing 
 
To acquire further insights, we compared the results of 
our basic semantic method to results obtained when the 
content metadata was produced using free text index-
ing, and also to results gained by combining semantic 
and free text indexing (Table 5). 
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Table 5: Number of recommendations using different recommendation methods 
 

 Semantic (basic) Free text indexing Semantic and free text 
indexing 

Total number of 
recommendations for all 
users 

33 519 35 516 49 620 

Total number of 
recommendations for all 
users with user ratings 

8 116 5 077 8 116 

Average number of 
recommendations  per 
user 

252 272 375 

Number of different 
articles that were 
recommended (Total 606 
articles) 

603 569 603 

Number of different 
recommended articles that 
had at least one rating  

541 456 541 

 
The free text indexing method generated 6% more re-
commendations than the semantic recommendation me-
thod. A combination of both methods produced recom-
mendations that could not be found using single me-
thods; thus it generated the largest number of recom-
mendations. 
 
There is no big difference in the average number of re-
commendations per user. However, some individual 
users had a large variation in the number of their recom-
mendations. User profiles influence the number of re-
commended articles to a great extent. General profile 
terms such as family, home, children and food lead to a 
large number of text index based recommendations be-
cause these topics are very common in women's maga-
zines. 
 
Although the text index based method as a whole pro-
duced more recommendations than the semantic me-
thod, 32% of users received more recommendations 
using the semantic method. These users had terms such 
as travelling, health, nature, decoration and illness in their 
profiles. These terms had been semantically expanded 
to several other terms. There were 85 articles that had 
not been included in any free text indexing based recom-
mendation but had been recommended based on seman-
tic relations. These articles were related to science, do-
mestic appliances, food, fashion and welfare. 
 
Relevance 
We subjectively compared the relevance of recommen-
dations produced using the two methods. We studied 
users with irrelevant semantic recommendations (nega-
tive average user rating) and users whose semantic re-
commendations were good (average user rating higher 
than or equal to 1.5). 
 
Even if free text indexing increased the number of re-
commended articles, it also produced irrelevant recom-
mendations and some relevant articles that had been 

found using the semantic method were not found at all 
using free text indexing. Many of the irrelevant articles 
at the top of the recommendation list produced by the 
text method were interview articles and articles relating 
to divorces. They ended up at the top because they often 
covered several topics, such as living, friends, children, 
family terms also and economy - popular in the users' 
interests. Another problem with free text indexing is the 
ambiguity of words: the term "renovation" (Finnish: 
"remontti") was used in a divorce article in the meaning 
of "renovation of life", whereas the user's intended mea-
ning was "renovation of houses". 
 
The influence of the user profile 
The number of interests and the actual words used in 
the user profile had large influence on the results of the 
different recommendation methods. When there were 
only few interests in the user profile, the free text in-
dexing based method performed worse that the seman-
tic method. This was as expected, as the latter is able to 
infer more terms and enrich the profile. For example, 
'fashion' can be extended to different accessories and 
'food' to different types of courses. Very general terms in 
the user's interest profile caused irrelevant recommend-
ations using both recommendation methods. It is im-
portant to guide users to describe their interests as spe-
cifically as possible. 
 
Strengths and weaknesses of the methods 
The semantic recommendation method provided the 
best results when both the user profile and the content 
metadata were semantically enriched. The drawback is 
that semantic annotation, even when performed automa-
tically, sets additional requirements on the production 
systems. The benefit of free text indexing is that it is easy 
and cost effective to create. 
 
The best recommendation results were achieved by 
combining the two recommendation methods. The com-
bination creates benefits, such as: 
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• Finding relevant articles that cannot be found using 
one method only. 

• In the semantic recommendation method, free tags 
are matched to the concepts of the magazine voca-
bulary but, since the number of the defined con-
cepts is fairly low, matches cannot be always found. 
Text indexing produces many descriptive terms for 
each article. 

• When a user interest is not included in the maga-
zine ontology, semantic relations can be used to 
find related subjects. For example 'golf' is not part 
of the magazine vocabulary but if the user has 'golf' 
in her interests, other sports related articles can be 
recommended using semantics. Using text indexing, 
articles containing the word 'golf' can be found as 
well.  

 
4.4  Life situation semantic recommendations 
 
When analysing the false recommendations of the basic 
method, we found a good opportunity for improving 
recommendations by modelling life situations. For in-
stance, the terms "abortion", "childlessness" and "mis-
carriage" should not lead to recommendation of family 
related articles. The problems with these terms were cau-
sed by both the magazine vocabulary and KOKO. In 
the magazine vocabulary, the concept "childlessness" was 
linked to family-related terms. The term "miscarriage" 
was more complicated: in KOKO, it was related to 
"pregnancy" and this created relations to the "preg-
nancy", "family" and even "breastfeeding" concepts of 
the magazine vocabulary. This produced inappropriate 
article recommendations and gave us the idea of crea-
ting a solution for managing negation. 
 
Using the life situation semantic method, we produced 
and subjectively evaluated recommendations based on 
23 life situations. In defining the situations, we used the 
demographic classification of their readers that Sanoma 
Magazines uses. An example: a woman, born in 1981, is 
connected to the life situation 'women_30to39' and she 
will get recommendations about subjects such as living, 
nature, food and drink, children, family, and sport. If 
she adds to her profile that she has children under 2 
years, she will get recommendations relating to babies, 
and the recommendations will not any more include 
articles about older children. If she tells that she works 
outside of home, she will additionally get recommend-
ations of articles relating to work. When she adds some 
interests, such as dance, she will also get recommend-
ations relating to these topic. 

When we subjectively evaluated the results of the life 
situation based recommendations, we concluded that: 
 

• The life situation is especially important when there is 
only little information about the user. 

• Recommendations based on incompatible life situations 
should be excluded 
 

When analysing the recommendations for retired 
persons, we noticed that there were irrelevant re-
commendations relating to the concept "sleep" 
("uni", in Finnish). The concept "sleep" was con-
nected to the stereotypical definitions of retired per-
sons, but a problem emerged because the result set 
included recommendations to articles dealing with 
"sleep and children". 
 
In order to avoid this kind of recommendations, 
we updated the stereotypical definition of retired 
persons by adding definitions that described which 
concepts, such as children, should not be recom-
mended together with retirement. owl:NegativePro-
pertyAssertion definitions were used for this pur-
pose. 

 

•  Combining information from different aspects of life 
situation is a sensitive matter 
 

The employment situation definition, such as "stay 
_at_home_mom_dad", includes mappings to child-
ren but the family definition can contain more de-
tailed information about the age of the user's child-
ren. In this case, recommendations should prioriti-
se articles relating to the correct age of the children. 
 
The same problem occurs with life situations that 
are defined based on age and gender, because they 
include mappings to the concepts of children and 
family. If there is information about the user's real 
family situation, it should be used in recommend-
ations. 

 

•  Life situation definitions and user interests may 
cause conflicts 
An example of possible conflicts between user's 
interests and the life situation is that a user had 
defined that childlessness is a sorrow in her life. In 
this case, there should not be recommendations of 
articles relating to children, although the user may 
match a life situation that includes such a defini-
tion. One opportunity for future work is to make 
the life situation based profiles visible to users so 
that they can modify and control them. 

 
 
5. Conclusion 
 
We have developed recommendation methods for me-
dia content based on knowledge about the user and the 
content. The knowledge is expressed using the tools of 

the semantic web and linked data, making it possible to 
capture multilingual knowledge and to infer user's inte-
rests and content metadata. Linked data also allows us 
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to automatically retrieve knowledge from various sour-
ces with minimal user effort. In addition, a priori know-
ledge of the user solves the so called "cold start" prob-
lem that collaborative filtering and content-based methods 
encounter, because with new users these methods lack 
enough user interaction data to make reliable recom-
mendations. 
 
We have applied our methods to recommending articles 
from women's magazines. The user tests with 119 par-
ticipants verified our hypothesis that semantic methods 
generate relevant recommendations. Semantic methods 
are especially strong in cases where there is little know-
ledge about the user and the content. This is because 
semantic ontologies make it possible to infer additional 
user interests and content metadata. Therefore, an exact 
match between user interest and content metadata is 
not required as is the case when using non-semantic 
methods. 
 
However, the semantic methods also produced false re-
commendations. In analysing these, we found out that 
there is a need to limit the usage and influence of broa-
der concepts. If too distant concepts are used, there is a 
risk that the corresponding recommendations do not 
anymore interest the user. Another finding was that the 
life situation of the user is a good addition to the user 
model - especially when there is only little information 
about a user. For women's magazines, especially infor-
mation about the family situation helps in identifying 
relevant articles to recommend. When we added the life 
situation model to our methods we were able to define 
which concepts should not occur together (e.g. child-
lessness - family related articles), thus avoiding inappro-
priate recommendations. The life situation models de-
veloped need to be tested in more extensive user tests 
in the future. 
 
The tests also show that the best recommendation re-
sults were achieved by combining the semantic and the 
traditional text indexing methods. This helped finding 

relevant articles that would not have been found using 
one method only. This is in congruence with results 
from other studies that stress the merits of hybrid me-
thods. 
 
Creating domain knowledge is a challenge in know-
ledge-based recommendation systems. We can benefit 
from linked data in creating such knowledge and to 
model it so that the same concepts will be understood 
in the same way in different systems. This is an im-
portant aspect also in relation to the concept of port-
able profiles. The use of linked data sources creates new 
opportunities but also challenges when developing new 
recommendation methods. There are many different da-
tabases, APIs and data types. The amount and accuracy 
of data varies among concepts and databases. The future 
availability of open knowledge bases is an open quest-
ion but many such data bases are currently available for 
downloading and can be installed locally. 
 
In our future work, we intend to extend the user model 
to take into account additional aspects, such as values, 
roles and intentions of the user. The profiles need to be 
made adaptive to changes in user preferences. We also 
plan to include context information, such as the lo-
cation of the user. Context information helps in recom-
mending relevant content considering the current situ-
ation of the user. This requires more accurate user mo-
delling including multiple sets of interests related to 
different contexts and roles. Similarly, the social net-
works of the user are important to consider in making 
recommendations. 
 
Once the user profile is available in semantic form, it 
can be used for personalizing a wide range of services, 
such as search and content adoption.  We envision that 
portable profiles under user control will become a 
central element in future digital services. Privacy issues 
and cross-service profile visibility must be considered. 
To advance this vision, we have created the SP3 plat-
form that we have used in this work. 
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Abstract 
 
Mobile news recommender systems help users retrieve relevant news stories from numerous news sources with minimal 
user interaction. The overall objective is to find ways of representing news stories, users and their relationships that allow 
the system to predict which news would be interesting to read for which users. Even though research shows that the 
quality of these recommendations depends on good user profiles, most systems have no or very simple profiles, because 
users are reluctant to giving explicit feedback on articles' desirability. In this paper we present a user profiling approach 
adopted in the SmartMedia news recommendation project. We are building a mobile news recommender app that sources 
news from all major Norwegian newspapers and uses a hybrid recommendation strategy to rank the news according to 
the users' context and interests. The user profiles in SmartMedia are built in real-time on the basis of implicit feedback 
from the users and contain information about the users' general interests in news categories and particular interests in 
events or entities. Experiments with content-based filtering show that the profiles lead to more targeted recommenda-
tions and provide an efficient way of monitoring and representing users' interests over time. 
 
Keywords: recommender systems, personalization, Big Data, user click analysis, news apps, content-based filtering 

 
 
1. Introduction and background 
 
1.1 Rationale for this study 
 
We have in the last few years witnessed the introducti-
on of a number of commercial mobile news apps. These 
are applications that help users find relevant news from 
a number of news sources without going to each indi-
vidual source or browsing through all the news available 
at each source. Due to the limitations of mobile devices 
in terms of screen sizes and input methods, these news 
apps are mostly gesture-based with news headlines or 
news stories compressed to fit small, buttonless dis-
plays. Some of these apps, such as Summly, Wavii and 
Circa, present summaries of news articles to make bet-
ter use of the small screens, whereas others have intro-
duced categories and sharing with friends to help users 
focus on the news interesting to them and filter out the 
irrelevant parts (Circa, 2013; Haugen, 2013; Yeung, 2013). 
 
It seems tempting to introduce technology that can 
help the news apps recommend the news that are most 
likely to be of interest to their users. This requires some 
knowledge about the news content and the users' opi-

nions on both particular news articles and news catego-
ries in general. Explicit signals about user desirability or 
interests are, however, weak and the recommender sys-
tem would normally need to use implicit signals such as 
user click patterns to infer preferences and priorities. 
Moreover, since a mobile user is also situated in a par-
ticular context, located at a particular place at a parti-
cular time, we may also need to assume that her context 
is relevant to which articles she would deem interesting. 
Even though a user has a general preference for sports 
news, for example, she might want to know that there 
is a traffic accident just a few blocks ahead of her. 
 
Recommender systems have been used extensively for 
music and movie recommendations as well as for pro-
duct reviews in general (Schafer, Konstan and Riedl, 1999) 
and there are already major online stores such as Ama-
zon that offer product recommendations as part of their 
services. News recommendation differs in several ways 
from these well-known types of recommender systems: 
(i) articles have short life-cycles, and freshness and loca-
tion may often be as important to the user as the arti-
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cle's content relevance, (ii) news articles are unstructu-
red and more complex to analyze than objects with 
structured properties such as product reviews or net-
works of friends, (iii) the volatility and unlimited reach 
of news lead to rapid changes in both terminologies and 
topics over time, (iv) serendipities, or the need for va-
riety and unexpected news, have to be addressed, and 
(v) cold-start problems linked to users that have no his-
tory and news that have not yet been discovered by 
enough users are notorious. 
 
This paper discusses an approach for personalizing mo-
bile news services by means of implicitly inferred user 
profiles. After a review of the current state of the art of 
recommender systems and user click analysis in section 
1, we present our SmartMedia news recommendation 
project in section 2 and go through the steps from log-
ging user behavior to constructing user profiles for news 
recommendation. Section 3 demonstrates the use of user 
profiling in the news recommender app and shows how 
news articles are ranked differently as a user's profile is 
updated over time. There are many complex dependen-
cies in news recommender systems, and some of them 
are discussed in section 4. Conclusions and plans for fur-
ther work are laid out in section 5. 
 
1.2 Recommender systems 
 
Recommender systems as a scientific discipline emer-
ged in the early nineties as a particular branch of infor-
mation filtering (Belkin and Croft, 1992). The general idea 
is to define techniques for predicting user responses to 
a given set of options on the basis of information about 
the options, the users and their interdependencies. The 
discipline draws on research from cognitive science, in-
formation retrieval, prediction theories and manage-
ment science, as well as lately from semantic web and 
data mining (Borge and Lorena, 2010). 
 
Formally, the problem in news recommendation is that 
of estimating and ranking the evaluations of articles un-
known to the user. To compute these estimates, eva-
luations of other articles by the same users or evalua-
tions by other users with similar interests may be used. 
Following Borges and Lorena (2010), we can define a 
set of users U and a set of news articles A; let s be a 
utility function (Equation 1) that defines the evaluation 
of an article a for a user u: 
:ݏ  ܷ × → ܣ ܸ [1] 
 
in which V is a completely ordered set formed by non-
negative values within an internal, e.g., 0 to 1 or 0 to 
100. The system is to recommend an article a' that 
maximizes the utility function (Equation 2) for the user: 
 ܽᇱ = arg max௔ ∈஺ ,ݑ)ݏ ܽ) [2] 
 
An element in U can be defined by a number of cha-
racteristics that constitute the user profile of a particular 

user. Similarly, elements from A may be given different 
characteristics, depending on what information is avai-
lable about the article. For example, a news article may 
have characteristics such as title, category, publication 
date, publisher, entities and locations. 
 
It is important to note that the utility function s is not 
defined in the whole space ܷ × -Estimating or extra .ܣ
polating evaluations for the blanks in this space is the 
goal of the recommender system itself. In doing so, a 
whole battery of techniques may be applied, including 
decision trees, Bayesian classifiers, support vector machi-
nes, singular value decomposition, neural networks, clus-
tering and information retrieval similarity scores (Ado-
mavicius and Tuzhilin, 2005; Rajaraman and Ullman, 
2011). 
 
Recommender systems use a number of different tech-
nologies that can be classified into two broad groups: 
content-based filtering and collaborative filtering. 
 
In content-based filtering, a new article is recommended to 
a user if it exhibits important similarities with her user 
profile. Since the user profile is constructed on the ba-
sis of her previously read articles, the recommended arti-
cles are those that are similar to articles in which she 
has shown interest in the past. In a vector-based sys-
tem, both the user profiles and the news articles are re-
presented as vectors in which term frequencies indicate 
the prominence of topics and entities, and a simple co-
sine similarity score may be computed to assess an arti-
cle's relevance to a user. More sophisticated methods also 
take advantage of semantic reasoning and domain onto-
logies (e.g., Cantador, Bellogin and Castells, 2008). Ac-
cording to Borges and Lorena (2010), content-based fil-
tering methods are effective at recommending unrated 
news articles, though the methods find it difficult to 
analyze the quality of articles or to recommend new or 
surprising stories that are not encoded in the user's rea-
ding history (serendipitous recommendations). 
 
Collaborative filtering can be seen as an automation of 
word-of-mouth recommendation. The idea is to recom-
mend news articles to a user if they have been well 
evaluated in the past by people with similar preferences 
as the user. The approach can be further categorized in-
to two types, memory-based and model-based, both of 
which are dependent on efficient techniques for grou-
ping similar users together. 
 
Compared to content-based filtering, collaborative fil-
tering is able to make serendipitous recommendations, 
since similar users may still read articles that are not in 
the current user's own history. However, collaborative 
filtering needs a substantial amount of data in order to 
be effective. There are sparsity and cold-start problems 
that prevent the system from recommending new and re-
levant articles that have no historical ratings among the 
network of similar users (Borges and Lorena, 2010). 
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Recent hybrid filtering approaches try to combine the best 
features of content-based filtering and collaborative fil-
tering. As demonstrated on a fraction of live traffic on 
Google News website by Liu, Dolan and Pedersen 
(2010), these combined approaches may both improve 
the quality of the recommendations and attract more fre-
quent visits to the news site. More details about the va-
rious types of recommender systems, including know-
ledge-based filtering, are found in Jannach et al. (2010). 
Additional techniques that make use of contacts on so-
cial networks are presented in, for example, De Francis-
co Morales (2012), O'Banion, Birnbaum and Hammond 
(2012) and Shuai, Liu and Bollen (2012). 
 
1.3 User click analysis 
 
Successful news recommendation requires good and up-
dated models of users' preferences. Unfortunately, users 
are often reluctant to give explicit feedback on news ar-
ticles that can be inspected to construct and maintain 
user profiles (Thurman, 2011). This leaves us with the 
option of analyzing user click behavior to build user 
profiles that are consistent with their reading history 
and presumably useful in recommending interesting arti-
cles in the future. Most research on user click streams 
comes from the web search domain. Lee, Liu, and Cho 
(2005) build user models on the basis of click streams 
to enhance personalized web search. They infer search 
goals from analyzing how other users in the past have 
used the results of the same queries and their results 
suggest that the goals of up to 90 % of the search queri-
es can be identified in this manner. Speretta and Gauch 
(2005) analyze click logs that consist of queries and do-
cuments clicked for every query. Like Kim and Chan 
(2003), they use the logs to learn user profiles that con- 
tain taxonomies of concepts, in which weights indica-
te the strengths of the relationships. In Nasraoui et al. 
(2008), clustering techniques are used to summarize user 

sessions into clusters that may serve as user profiles for 
the users in questions. 
 
Billsus and Pazzani (2000) have developed a system for 
interpreting implicit user feedback on news articles pre-
sented in the Daily Learner. If a user clicks on the head-
line of an article, they assume that there is some basic 
interest in the article and set an initial score of 0.8. This 
score is gradually increased as the user requests more pa-
ges of the story, until a final score of 1.0 is reached if all 
pages have been viewed. 
 
Similarly, a skipped article is assumed to be uninteres-
ting and is given a negative score that is subtracted from 
the system's prediction score for the article. All these 
rated articles are afterwards combined to produce a 
user profile that lists weighted informative words asso-
ciated with each user. 
 
Liu, Dolan and Pedersen (2010) build user profile vec-
tors that express users' evolving interests in specific news 
categories. For each user, they record the distribution 
of clicks and associate click rates with categories on a 
monthly basis. This allows them to analyze the propor-
tion of time the user spends reading about each cate-
gory as well as to reflect on the development of her in-
terests from one month to another. 
 
Interestingly, the design of the user interface heavily in-
fluences the user profiling techniques available to the sys-
tem. 
 
The Daily Learner can use a more fine-grained analysis 
than Google News because their users need to go through 
a series of clicks to confirm their interest and read the 
full news story. This may encourage the introduction of 
more complex user interfaces, though usability studies 
show that users are not very happy with news apps that 
require too much interaction. 

 
 
2. Methods 
 
2.1 SmartMedia news recommendation 
 
The SmartMedia project at the Norwegian University of 
Science and Technology (NTNU) was initiated in 2011 
in close collaboration with the regional media industry 
and the Norwegian telecom operator Telenor Group. 
Central in the project is the development of an iOS1 
news recommender system app for publishing and re-
commending news from a number of Norwegian news-
papers. An architecture based on Big Data processing 
pipelines and search technologies is employed to deal 
with the constant flow of news that is added to the 
SmartMedia news index. The project focus is on recom-
mendation technologies and semantic search, making use 

                                                 
1 Apple's operating system for mobile devices 

of NTNU's experience with large-scale advanced search 
platforms (see, for example, Gulla, Auran and Risvik 
(2002), Brasethvik and Gulla (2002) or Solskinnsbakk 
and Gulla (2010) for the technological background of 
SmartMedia). 
 
A hybrid approach to news recommendation is adopted 
in SmartMedia. Freshness and locational information 
extracted from news events and users' mobiles are part 
of the recommendation strategies to make sure that new 
events in a user's neighborhood are given sufficient at-
tention. Addressing users' particular interests and beha-
vior, the system combines content-based and collabo-
rative filtering to promote news that are consistent with 
her previously accessed articles or preferred by other 
users with similar interests. 
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Due to the limitations of mobile devices, the system does 
not assume any direct user feedback on the articles pre-
sented to her. The user will not explicitly remove or pro-
mote any articles in news streams recommended to her, 
as opposed to what is common in most news reader 
apps today (Haugen, 2013). Also, the system does not ac-
cess user data from other sources that may be used to 
construct user profiles in the system. The only infor-
mation available to the system is the observed behavior 
of users retrieving and reading news in the SmartMedia 
iOS app. Since the explicit signals about the user's inte-
rests is so weak, it has been paramount to extend the 
analysis of user behavior to include a broad array of 
complementary implicit indicators of users' interests. 
We consider pre-read actions such as clicking on news 
articles, reading characteristics such as time spent in the 
article view, and post-read actions such as favoriting, sha-
ring and e-mailing article links as indicators of the user's 
interests. This calls for a rather complex analysis, as there 
are dependencies between the user actions and not all 
actions should contribute in the same way and to the 
same extent in the resulting user profile. 
 

 
 

Figure 1: Swiping movements are used to turn pages 
and navigate in news app 

 
 

Figure 2: State transition diagram for app user interface 
 
The SmartMedia news app has a pure gesture-based 
user interface as illustrated by the RSS (Rich Site Sum-
mary) and map screen shots in Figure 1. To accommo-
date the small screen and the lack of a proper keyboard, 
there are no buttons, and all navigation is done with swi-
ping or clicking movements. The main page of the news 
app gives a small summary of the latest news and allows 
the user to log in if she would like to share her user 
profile across devices. Sliding side-menus are available 
from the main page to configure the app or select parti-
cular news categories. The user can swipe down to the 
RSS view, which lists - one story per page - the news re-

commended to this particular user. Horizontal swipes in 
the RSS view moves from one recommended article to 
the next, whereas vertical swipes take the user up to the 
main page or down to the full web view of the article. 
In the web view, the user may swipe horizontally to ac-
cess related stories or double click to get a map show-
ing where the news took place. 
 
The state transition diagram in Figure 2 shows how the 
user is using gestures to navigate from page to page in 
the app. For more details about the implementation of 
the app, the reader is referred to Mozhgan et al. (2013). 
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2.2 Logging user behavior 
 
The client-server architecture of the SmartMedia news 
app is a combination of a standard Solr2 index for new 
articles, a Hadoop3 cluster for generating user profiles, and 
a MongoDB4 for event logs and generated user profiles. 
This Big Data approach ensures that the system can deal 
with the number of user actions that need to be recor-
ded at the client side and analyzed and stored on the ser-
ver side of the system. 
 
On the server side, real-time RSS news streams from 
Norwegian newspapers are continuously analyzed and in-
dexed in Solr for later recommendations. As shown in 
Figure 3, the indexing process accesses the RSS news be- 
fore it retrieves the corresponding HTML documents. 

                                                 
2 Solr is an open source enterprise search platform from the Apache 

Lucene projects. 
3 Hadoop is an open source software framework for processing of 

large data sets using clusters of hardware. 
4 MongDB is an open source document-oriented database system. 

After extracting the body texts from these HTML docu- 
ments, the system extracts named entities from the texts, 
identifies the locations of the news using Google Maps, 
and stores the information about every news article in a 
structured Solr index. 
 
If the article is not already categorized by the publisher, 
a simple classifier is used to annotate the news with the 
appropriate news categories. Associated with every art-
icle in the index are meta-data such as publication time, 
geo locations, key phrases/entities, categories, and pub-
lisher. 
 
On the client side, a middleware layer is used to retrieve 
ranked news articles from the Solr index and present 
these to the user. The user may also inspect her own user 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
profile in case she would like to overrule or reset the 
profile. The iOS client logs every gesture and user click 
and sends these logs back to the server for storing in the 
MongoDB database. 
 
As seen in Table 1, the log information includes not only 
information about the user and the type of user action, 
but also properties of the news article itself that may be 

 

Figure 3: Architecture for user click behavior analysis 
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needed for the subsequent construction of user profiles. 
The fields 'Tags' and 'Categories' list the key-phrases and 

categories annotated with the article in the document 
index. 

 
Table 1: Each user action is recorded as a separate record in a log database 

 
User log data field Description 
ID Unique identifier for the user action 
User ID ID of the user performing the action 
Article ID ID of the article subjected to the action 
User Action Type Type of user action 
Timestamp Time the action occurred 
Geographical Location Coordinates of the mobile user at the time of the action 
Tags Entities and keywords extracted from the article  
Categories Classification of article in news categories 
Properties Extra field for additional data 

 
Since the user is not giving any explicit rating of news 
articles' attractiveness, the system needs to reason about 
her behavior to assess their value to her. The only in-
formation available, though, are the gestures and user 
clicks used to navigate around the user interface. On the 
basis of the user interface model in Figure 2, we have 
identified 10 user actions that may be taken as indica-
tors of users' interests in the news article (see Table 2). 
For example, if the user is swiping down from the RSS 
view of an article to see the web view text, we assume 
that she has found the article interesting enough to read 
the full text. Similarly, we assume that she liked the arti-
cle if she decides to share the article on Twitter or Face-
book, store the article among her favorites, or send the 
article link by e-mail. If she is checking the map or 

requesting similar articles, it must also strengthen the 
view that she appreciated the article's content. 
 
More complicated are the user actions linked to the time 
spent reading an RSS article or a full-text article. It seems 
reasonable to assume that the article is of interest to the 
user if she spends more time reading it than reading 
most other articles. 
 
Of course, it varies from one user to another how 
much time is needed to read a news article. With regard 
to the implementation, this means that we need to mo-
nitor and store each individual user's reading habits and 
only consider these actions when the reading time ex-
ceeds the average reading time for this particular user. 

 
Table 2: User actions that are used to construct user profiles 

 
User action type Description 
Opened article view User opened full text version of article 
Time spent article view Time the user spent viewing the article 
Time spent preview Time the user spent viewing the RSS version of article 
Clicked category User selected a news category 
Shared twitter User shared the article on Twitter 
Shared facebook User shared the article on Facebook 
Shared mail User shared the article on mail 
Starred article User added the article to favorites 
Viewed map User viewed the location of the article on a map 
Viewed similar article User accessed another article similar to current article 

 
2.3 User profiles 
 
A user profile is constructed for a chosen time interval. 
If there already exists a user profile for the current mo-
bile device, the new profile is combined with the older 
one using a technique that renders the old profile less 
important than the new one. 
 
Take the user action shown in Figure 4, which states that 
a user spent about 1.4 seconds reading the full text of a 
news article on June 2. The action, the article and the 
user are all given internal identifiers by the system. The 
event described in the article has been associated with a 
pair of geographical coordinates, is of the NEWS cate-

gory, and seems to be dealing with an Indian man in the 
southwestern part of Norway that got into trouble and 
was imprisoned by the police. 
 
If 1.4 seconds is longer than this user's normal reading 
time, the action should be taken into account when build-
ing the user profile. 
 
The key phrases in Figure 4 point to a serious challenge 
in analyzing news stories. Since the terminology chan-
ges rapidly in the news domain and sentences may be 
both ambiguous and sometimes directly ungrammatical 
for literary effects, it is often difficult to extract proper 
key phrases and entities from stories. In this case, for ex-



J. A. GULLA, J. E. INGVALDSEN, A. D. FIDJELSTØL, J. E. NILSEN, K. R. HAUGEN, X. SU  -  J. PRINT MEDIA TECHNOL. RES. 3(2013)3, 183-194 189 

29 Dec. 13 Proof A JPMTR-1312-E6(ml) 

ample, both 'havnet' (ended up) and 'satt' (sat) are un-
suitable as key phrases, implying that our Named Entity 
Recognition (NER) component suffers from a substan-

tial amount of noise. Experiments on some articles show 
that almost 50 % of the phrases suggested by the NER 
component may in fact be noise. 

 

 
 

Figure 4: A user action recorded by the iOS client 
 
We assume that a user's general interests can be ana-
lyzed at two levels. At the top level she might have cer-
tain preferences for particular news categories, such as 
sports or lifestyle news. These categories correspond 
roughly to the standard categories used by newspapers 
to structure their own content. At a lower level, a user 
may prefer stories about particular events, persons, com-
panies, products, etc. These are typically found as key 
phrases or entities in news articles, and a particular arti-
cle may refer to many of these topics with various de-
grees of prominence. An article may for example be 
mostly about the Barcelona football club but there may 
also be parts of it referring to Real Madrid or other 
Spanish or non-Spanish football clubs, as well as to per-
sons playing for these clubs. 
 

Our user profile is comprised of two vectors: ܲ = < ,Ԧܥ ሬሬԦܭ > 
 

• a category vector ܥԦ in which each news category is 
given a weight that indicates the importance of this 
category to the user, 

• a content vector ܭሬሬԦ that lists all prominent key 
phrases and entities that the user may find interes-
ting to read about. The weights indicate the user's 
relative interest in each key phrase and entity. 

 
Both vectors are normalized so that the maximum 
weight of any category or key phrase is 100. The cate-
gory vector below belongs to a user that has been rea-
ding mostly news and entertainment stories. 
 < Ԧ = < ("NEWS", 100.0), ("SPORTS", 13.1), ("TRAVELING", 7.5), ("LIFESTYLE", 80.3), ("ECONOMY", 3.14)ܥ 

 

The interpretation of ܥԦ is that this user prefers straight 
news stories and to some extent lifestyle news, and she 
is not very likely to read about economic affairs. The con-
tent vector below is more difficult to interpret, as it 

seems that the user's interests cover a wide spectrum of 
news categories. Again, the terms 'i', '2', '3' and 'ST 13' 
should probably not have been part of the content vec-
tor. 

{ 

“_id”  :  “241B50BE-DFF5-4AAB-A12D-98D4A4606028”  , 

“articleId”  :  “318218311”  , 

“userId”  :  “bf4d2b7adec01da0ddc8c3317ø88bcdc6”  , 

“eventType”  :  “TIME_SPENT_ARTICLE_VIEW”  , 

“timestamp”  :  {  “$date”  :  “2013-06-02T16:41:15.511Z”}  , 

“geoLocation”  : 

 {  “name”  :  “ ”  , 

 “type”  :  “ “  ,  

 “longitude”  :  8.00354  , 

 “latitude”  :  58.138821}  , 

“properties”  :  {  “duration”  :  “1.427272”}  , 

“tags”  : 

 [  “agder politidistrikt”  , 

 “havnet”  , 

 “satt”  , 

 “rebelsk mannen”  , 

 “operasjonsleder”  , 

 “kristiansund slo”  , 

 “politiet”  , 

 “kristiansand skallet”  , 

 “Maharashtra”  , 

 “India”  , 

 “Egersund”  , 

 “Rogaland”  , 

 “Norway”  ]  , 

“categories”  :  [  “NEWS]} 
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 ,ሬሬԦ  =   < ("46354", 1.866), ("Akatsi", 1.866), ("Forbruker", 1.866), ("mortenthomassen", 0.933)ܭ
("jeg", 0.9444), ("Lodzkie", 19.633),  ("Strømstad", 1.8666, ("PaysdelaLoire", 1.866), ("150", 2.833) 
("RueBenjaminFranklin", 1.866), ("Nordrhein-Westfalen", 1.866), ("rachelnordtømme", 1.866), ("Nordland", 7.555), 
("¡", 0.933), ("3", 2.811), ("ST 13", 19.633), ("2", 81.844), 
("BestWestern Anker Hotel", 1.888),... > 
 
The content vectors grow as users read more stories 
and will ultimately contain thousands of entities that the 
user may have found interesting at some point. How-
ever, only the higher weighted terms will be important 
at the recommendation stage, and the less important 
terms can be readily ignored or even removed from the 
vectors. 
 
2.4 Automatic construction of user profiles 
 
User profiles are constructed in two steps: (1) build a 
time-constrained profile that covers the time from when 
the last profile was generate up until the current time, 
and (2) merge the old profile with the time-constrained 
profile. 
 
The following steps show how user u's time-con-
strained user profile is built for the time period from t0 
to t1: 
 

1. Define a user action set S that contains all user actions from 
t0 to t1 for user u 

2. Assume a weight of 1 for all user actions in S (all actions 
are equally important) 

3. Remove user actions from S about timed reading events if the 
time spent is less than the average time for u. 

4. Form a category vector, in which the weight of each category 
represents the total number of occurrences of the category in 
the actions in S. 

5. Form a content vector, in which the weight of each key 
phrase/entity represents the total number of occurrences of 
this phrase/entity in the actions in S. 

6. Normalize category and content vectors. 
 

Merging the old user profile with the new time-con-
strained profile can be done in different ways. Intui-
tively, we would want to modify the old profile so that 
your later interests become more important than your 
old ones. This will make sure that irregular and impor-
tant events that are unfolding right now receive enough 
attention, even if these topics are not necessarily found 
in the old user profile. 
 
On the other hand, we need to be careful about de-
leting parts of the old user profile. If there are elements 
in the old profile that are not present in the time-con-
strained profile, the reason is not necessarily that the 
user's interests or preferences have changed. It might 
simply be that there has not been any news lately about 
those particular topics, and the user would be happy to 
have the topics recommended when there is news about 
them again. 
 
We assume that the new time-constrained vector should 
be given more weight than the old user profile. There 
are different ways of implementing this "forget me" 
function, but we have adopted the following formula in 
our project: 
 ௨ܸሬሬሬԦ = ௡ܸሬሬሬԦ + ܿ ௢ܸሬሬሬԦ [3] 
 

The new user profile ௨ܸሬሬሬԦ is given by the sum of the new 
time-constrained profile ௡ܸሬሬሬԦ and the multiplication of the 
old profile ௢ܸሬሬሬԦ with a constant with a value between 0 
and 1. If c is set to 1, old and new user behavior count 
as equally important in the updated user profile. Only 
the latest user behavior is considered in the new user 
profile if c is set to 0. 
 

 
3. Results 
 
3.1 User profiles from interaction with news app 
 
The SmartMedia news recommender app is already in 
operation and contains close to 150 000 news articles. 
Each day, around 1 500 articles are added from a total 
of 89 newspapers in Norway. The average newspaper 
article is 220 words long, if we exclude finance news that 
are usually substantially longer than news from other ca-
tegories. Statistically, each article contains 1.6 location 
names, 2.3 person names, 2.3 organization names and 
0.8 role names. 
 
On the left-hand side of Figure 5 we show the user pro-
file of a particular user at time t0. The profile is auto-
matically built from logging and analyzing all actions by 

the user up until time t0. To simplify the presentation, 
only the top 20 terms of the content vector are shown, 
ordered according to their weights. 
 
The category vector reveals that the user is using the 
app to read standard news stories. On the content level, 
we notice that there are numerous local geographical 
terms as well as some general terms from the latest news. 
Before any user profile is established, news articles are 
presented to the user on the basis of freshness and geo-
graphical proximity. 
 
As the user profile is constructed, new articles are re-
commended and ranked according to how they match 
this user profile. In the current implementation, a con-
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tent-based match is computed as the cosine similarity 
between the user profile and the vector representations 
of the news articles. The left-hand side of Table 3 lists 
the top 10 news recommended to the user at t0. Where-
as seven of the stories fall into the news category, there 
are also two articles about sports and one about life-
style. 
 
Most of the news stories concern events that take place 
in the vicinity of the mobile user. One explanation for 
this may be that the user has a strong preference for lo-
cal news and has already in the past preferred such news 
articles. However, since geographical proximity is also 
used to recommend articles, her exposure to local news 
articles may have been so high from the outset that it 
was difficult not to view mostly local news. 
 

3.2 Learning user profiles over time 
 
Figure 5 also demonstrates the learning effect of the user 
profiling approach. The user profile is updated at regu-
lar intervals by combining the old profile with an ana-
lysis of what the user has read after the old profile was 
constructed. Whereas the user profile at time t0 reflects 
her behavior up to time t0, the new profile in t1 for the 
same user is constructed from the profile in t0 and a ti-
me-constrained profile that covers the time from t0 to 
t1. We can see that the user has gradually moved more 
into sports, either because she is genuinely more interes-
ted in sports or because there are relatively few proper 
news stories at this point. Her interests in finance news 
have fallen, though she seems more inclined to like travel-
ling news now than in the past. 
 

 Time t0     Time t1   
         
 Category C0     Category C1   
 NEWS 100.0    NEWS 100.0  
 SPORTS 1.47    SPORTS 27.2  
 LIFESTYLE 4.41  →  LIFESTYLE 2.91  
 TRAVELING 1.47    TRAVELING 18.4  
 ECONOMY 8.82    ECONOMY 5.83  
     
 Key phrases K0     Key phrases K1   
 Norway 100.0    Norway  100.0  
 Trondheim 87.5    Trondheim 79.6  
 Sør-Trøndelag 85.2    Sør-Trøndelag 78.4  
 for 39.8    politiet 24.1  
 Nidelva 38.6    for 22.2  
 Espen Sandmo 38.6    Nidelva 21.0  
 Morten Karlsen 38.6    Espen Sandmo 21.0  
 politiet 38.6    Morten Karlsen 21.0  
 NTNU 12.5    Borussia Dortmund 13.0  
 Rogaland 10.2  →  lionel messi 13.0  
 nettportalen 9.09    vif 13.0  
 Stavanger 9.09    robin van persie 13.0  
 Internasjonalt hus 7.95    bayern munchen 13.0  
 Internasjonalt kontor 7.95    lambert 13.0  
 University of Stavanger 7.95    mourinho 13.0  
 S O Bragstads Plass 7.95    ole gunnar solskjær 13.0  
 United States 6.82    arve lote 13.0  
 mms 6.82    manchester united 13.0  
 sms 6.82    dortmundhelten 12.3  
 john stene 6.82    eva hongshagen 12.3  
 ... ...    ... ...  
 ... ....    ... ...  

 
Figure 5: Old and new user profile for a particular user 

 
The news articles recommended at time t1 reflect the 
changes of the user profile and are now totally domina-
ted by sports news. As shown on the right hand side of 
Table 3, the top 10 stories recommended are in fact 
sports news, of which three are about local affairs, three 
concern national sports and four relate to sports events 
outside Norway. 
 
Because the user profiles are updated on the basis of 
the users' current behavior, they tend to improve over 
time as the system learns more about the users' interests 

and preferences. This learning effect is important, as it 
means that the news recommendations will also impro-
ve if the user spends more time using the app. The dy-
namic nature of news streams, however, poses some par-
ticular problems to the news recommender systems. The 
selection of news stories changes continuously, since old 
stories grow outdated and new stories are added as 
events unfold. This means that the set of recommended 
stories will change from one point in time to another, 
even if the user profile is not changed, simply because 
the set of available stories is not the same. Consequen-
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tly, the success of a particular user profile is not only 
decided by the content of the profile, but also by the 
availability of articles consistent with the profile. If there 

are no desirable articles available, the user risks watering 
down her profile when quickly inspecting the not so in-
teresting articles presented by the app. 

 
Table 3: Top recommended articles change as user’s profile is developing 

 

 Top 10 news at t0  Top 10 news at t1  

1 "Avslutter søk etter mann i Nidelva"  NEWS  "Dette blir ingen vanlig kamp for Rekdal"  SPORTS 
2 "Søker etter mann i Nidelva" NEWS  "Mancini sparket ett år etter ligagullet med City" SPORTS 

3 "Liverpool-legende i Namsos" SPORTS  "Hvert mål koster eliteserieklubbene over en 
million kroner" SPORTS 

4 "Her er kong Haakons fluktbil" NEWS  "Wigan rykker ned - Arsenal nærmer seg 
mesterligaen" SPORTS 

5 "Lettere skadd etter utforkjøring" NEWS  "Dekket over tabber med å skjelle ut journalister" SPORTS 
6 "Posten må leie inn lastebiler" NEWS  "Rooney buet ut av Uniteds parademarsj" SPORTS 
7 "Flere 5-åringer har hull i tennene" NEWS  "Elisabeths drømmemål går verden rundt" SPORTS 
8 "Hittil har vi vært heldige" NEWS  "Nå håper Aalesunds superspiss på mer" TS) SPORTS 
9 "Trondheim ble årets kulturkommune" LIFESTYLE  "Stegavik til Kostad - om dama blir i Byåsen" SPORTS 
10 "Nå lever tjuvfiskerne farlig" SPORTS  "Høgmo blir trener i Djurgården" SPORTS 

 
 
4. Discussion 
 
The experiments so far suggest that user profiles built 
from the content of user's already read news articles pro-
duce recommendations that are consistent with her ge-
neral preferences. There are, however, a number of is-
sues that affect the quality of the profiles as well as the 
quality of the recommendations in the next round. 
 
Since the whole profiling process starts with the ca-
tegories and key phrases associated with each news arti-
cle, the quality of these categories and key phrases is of 
paramount importance. A simple k-nearest approach is 
used to classify the documents, and the tests so far show 
that annotated categories are very reliable. For the key 
phrases the situation is more challenging, as it is notori-
ously difficult to extract named entities and prominent 
phrases from domains that are characterized by rapidly 
changing terminologies and collapsed grammatical con-
structions. The evaluation of the initial Named Entity Re-
cognition component shows an accuracy that is clearly 
not satisfactory, and we are now in the process of im-
plementing an improved NER component. 
 
The user profile construction process itself is complex 
with several strategies that need to be carefully calibra-
ted and may also possibly interfere with each other: 
 

• Weighting scheme for user actions. So far we have 
assumed that all user actions carry the same weight. 
Sensitivity tests indicate, however, that the Opened 
article view action dominates all other actions, and the 
other actions mostly serve to amplify the contribu-
tion from the Opened article view action. The one 
notable exception to this is the preview time action 
which added information about articles that were 

somewhat interesting to the user, but not interesting 
enough for her to access the full text. In practice, 
this additional information turned out to be sub-
stantial and amounts to 92% of the size of the final 
user profile. 

• Update frequency. In the current system we do not 
have a clear policy for when a user profile is up-
dated. We upload the existing profile when the user 
enters the app, and we update the profile when her 
session is finished. Since this implies that her latest 
articles will not normally be reflected in her profile, 
we are implementing a feature that allows the user 
to manually enforce an immediate update of her pro-
file based on her ongoing session. 

• Merging old and new user profile. Our formula for mer-
ging old and new profile vectors is rather coarse-grai-
ned using a simple multiplication constant between 
0 and 1 for degrading the content of the old user 
profile. An alternative method would be to update 
each individual element of the old vectors on the 
basis of the time that has passed since its value was 
last set. This seems conceptually more correct, though 
it implies a computationally more expensive solution. 

• Short-term vs long-term user profiles. Earlier research by 
Billsus and Pazzani (1999) and Liu, Dolan and Pe-
dersen (2010) argues that user profiles need to be 
divided into short-term profiles and long-term pro-
files. Short-term profiles relate to popular topics such 
as big or surprising events and need to be updated 
rapidly as the events take place. Long-term interests 
account for the user's general preferences and are as-
sumed to be fairly stable from one session to an-
other. We have in our work only defined one user 
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profile that addresses mostly long-term interests, as-
suming that separate recommendation strategies based 
on freshness and collaborative filtering will bring in 
news that cater for the user's short-term preferen-
ces. 

 
It is still early to conclude about the quality of the user 
profiles, as their influence on the final recommenda-
tions is difficult to separate from other aspects of the 
recommendation engine itself. In a hybrid recommend-
dation system there are several recommendation stra-
tegies that need to be weighted and combined to pro-
duce the final results (Borges and Lorena, 2010). In our 
case, the weights of freshness, geographical proximity, 
collaborative filtering and content-based filtering will 
severely affect the impact of the learned user profiles, 
and any changes to these weights may necessitate adjust-
ments to how these profiles are generated. 
 
A separate issue is the relative weighting of categories 
and content in the user profile, which also affects the 
profile's effect on the recommendations made. 

Currently these weights are assumed to be equal, though 
the weights may need to be further refined as part of an 
analysis of the recommendation system's total weight-
ing scheme. 
 
Finally, there are two parties involved in news recom-
mendation, the news provider and the news reader, that 
evaluate the quality of recommendations from two very 
different perspectives. Whereas the news reader is mostly 
interested in getting only news consistent with her cur-
rent interests, the news provider wants to present news 
that extend her interests and thereby hold on to them 
as active news app users. Serendipity is important for 
this reason, but also the recommendation of not so re-
levant news in cases where no new relevant stories have 
come in. 
 
Ultimately, news providers measure the success in terms 
of click-through rates, even though these may only be 
moderately correlated with the readers' perception of 
news relevance. 

 
 
5. Conclusion 
 
We have in this paper presented an approach for lear-
ning user profiles from observing the user's own acti-
ons on a mobile news app. No explicit information 
about user preferences is given or retrieved from other 
sources in this process. The user profiles are afterwards 
used by a hybrid news recommender engine to produce 
a personalized mobile news service. 
 
Current research on recommendation technologies has 
had an emphasis on recommendation strategies and 
there is only limited research on the construction of user 
profiles from mobile user behavior. Our approach ana-
lyzes the content of news articles and associates the users 
with user profile vectors that aggregate the contents of 
previously read articles. The two profile vectors, one for 
representing category preferences and another for repre-
senting content preferences, are both extracted using 
standard text mining techniques for classification and 
entity extraction. 

The results so far suggest that the user profile captures 
important aspects of the user and leads to recommen-
dations more consistent with her general preferences. 
These profiles, however, typically support the content-
based recommendation part of the news app, and there 
are other strategies that should deal with short-term 
issues and news relevant to the geographical neighbor-
hood. The weighting of recommendation strategies in 
such a hybrid recommender system is challenging and a 
topic for further research. 
 
In our further work we plan to refine the construction 
of user profile vectors and evaluate different strategies 
for user action weighting, update frequencies, and mer-
ging of profile vectors. The same user profiles will also 
gradually be extended to support collaborative filtering, 
which means that they may need to incorporate aspects 
that have so far not been needed for content-based 
filtering. 
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Abstract 
 
Most conventional recommendation systems are based on service-specific data repositories containing both user and item 
data. In this paper, we introduce an alternative approach called UPCV (Ubiquitous Personal Context Vectors) that in-
herently supports distributed computing and distributed data repositories. The principal idea is that each user-item in-
teraction can update the data associated with both the user and the item. When updating, item data is made to slightly re-
semble user data and vice versa, leading to increasing similarity between them. Through interactions, similarity will spread 
from users to items, from items to users, making it possible to inherently provide user-item, item-item, item-user and 
user-user recommendations. The principle introduced in this paper can be used as a baseline for the design of different 
types of collaborative recommender systems. The main advantages of this method are that it requires no content analysis, 
preserves users' privacy and supports scalability. The method was evaluated using data from 1 575 book club members: 
the members were asked which books they had read and liked. The quantitative analysis indicates that the most promising 
results are obtained for active readers. However, even for less active readers and without content analysis, the recom-
mendation list tends to be populated by the same authors and/or authors of the same genre that the readers have liked, 
leading to meaningful recommendations. 
 
Keywords: recommendation, collaborative filtering, distributed computing, cloud computing, scalability, 

privacy, deniability 
 
 
1. Introduction and background 
 
Recommendations have become an integral part of suc-
cessful web services. Recommendation systems are used 
on one hand for e-commerce (e.g., Amazon) or adver-
tising (e.g., Google) and on the other hand to improve 
user experience (e.g., Netflix). The more the amount of 
information in a service increases, the more important 
it becomes to help users discover what is most relevant 
for them. 
 
The recommendation problem can be defined as esti-
mating a user's response to new items based on histo-
rical information stored in the system, and suggesting 
novel and original items for which the predicted res-
ponse for that particular user is high (Desrosiers and 
Karypis, 2011). Prediction of user interests is tradition-
nally through demographic data, such as age, sex, inco-
me level and matrimonial status. The availability of more 
data has led to more sophisticated recommending algo-
rithms being proposed in the literature, most common-
ly classified into two basic categories: content-based and 

collaborative recommendations. Content-based recom-
menders are based on representing the items with a set 
of attributes and using these attributes to find the most 
relevant content for a particular user. Collaborative re-
commendations, on the other hand, learn from the be-
haviour of users. Some of the more recent novel recom-
mendation techniques use data from social networking 
(Golbeck, 2006; Liu and Lee, 2010) or use hybrid mo-
dels merging several techniques (Bobadilla et al., 2013). 
 
This work presents a novel method, UPCV (Ubiquitous 
Personal Context Vectors). The method models each 
user and item with a set of tokens, each token carrying 
a random value. Interaction between user and item re-
sults in randomly selected tokens being copied from the 
token set of the user to the token set of the item, and 
vice versa. Each interaction increases the number of 
common tokens among these token sets. When the same 
user interacts with several items, or the same item is 
involved in interactions with several users, these com-
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mon token numbers are spread around, resulting in clo-
ser similarities among different token sets in the system. 
Since tokens spread in interactions, it is likely that 
similarities between two token sets originate from simi-
lar user behaviour. No content analysis is required. 
 
Despite significant advances in the field of contempo-
rary recommender systems, there still remain challenges 
that limit the effectiveness of these systems. Our pro-
posed model targets these challenges by providing: 
 

- A broader view of user behaviour: 
User data gathered from a single service has only a 
narrow coverage of user behaviour. 

 
- Domain knowledge independency: 

Some approaches (e.g., Bäck, 2010) suggest storing 
personal profiles in a database and delivering from 
there in order to authorize parties providing persona-
lized services. As such, personal profiles support con-
tent-based recommenders, matching user interests to 
what is available in the service. Content-based ap-
proaches require knowledge of the domain in order 
to match user and item data efficiently. Such tech-
niques have a natural limit in the number and type of 
features associated, whether automatically or manu-
ally, with the objects they recommend. There is a fre-
quent need for domain knowledge (of actors and di-
rectors in movie recommendations, for example) and 
occasionally for domain ontologies (Lops et al., 
2011). 

- Preserving user privacy: 
Privacy concerns have been raised both by recom-
mendation systems gathering data from several ser-
vices (such as Apple IFA; Stampler, 2012) and by re-
commendations running on social networking sites. 

 
- Distributed and cloud based computing: 

In general, recommender systems are based on ser-
vice-specific data repositories containing both user 
and item data. Despite recent development in distri-
buted and cloud computing, single repositories pose 
an inherent problem in terms of scalability. 

 
Moreover, we here report on an evaluation of UPCV 
based on collecting data from 1575 book club mem-
bers. The quantitative results indicate that the most 
promising recommendations are obtained for active 
readers: readers with more than 28 book selections in 
the training data would have expected over 50 % pro-
bability of obtaining a successful recommendation in a 
list containing no more than five books. 
 
However, even for less active readers and with no con-
tent analysis, the recommendation list tended to be po-
pulated by the same authors and/or authors of the 
same genre that they had liked, leading to meaningful re-
commendations. The remainder of this paper is struc-
tured as follows: The novel recommendation method 
based on data fusion is described in section 3 and eva-
luated in section 4. Discussion and conclusions are in 
sections 5 and 6, respectively. 

 
 
2. Related work on item based collaborative filtering method 
 
In this section, we analyse different item based recom-
mendation generation algorithms. We look into differ-
ent techniques for computing item-item similarities (e.g., 
item-item correlation vs. cosine similarities between 
item vectors) and different techniques for obtaining re-
commendations from them (e.g., weighted sum vs. Re-
gression model). 
 
The item based approach (Sarwar et al., 2001; 2002; Su 
and Khoshgoftaar, 2009; Linden et al., 2003; Miyahara 
and Pazzani, 2002; O'Connor and Herlocker, 1999; Xue 
et al., 2005; Deerwester et al., 1990) looks into the set 
of items the target user has rated and computes how si-
milar they are to the target item, thereafter selecting the 
most similar items. At the same time their correspond-
ing similarities are also computed. 
 
Once the most similar items are found, the prediction is 
then computed by taking a weighted average of the tar-
get user's ratings on these similar items. The basic idea 
in similarity computation between two items i and j is 
to first isolate the users who have rated both of these 
items and then to apply a similarity computation tech-
nique to determine the degree of similarity. The most 

popular methods for calculating the similarity are: co-
sine-based similarity, correlation-based similarity and ad-
justed cosine similarity. In the following, we briefly des-
cribe each similarity method (Sarwar et al., 2001): 
 

• Cosine-based similarity: Two items are represented 
by two vectors in the m-dimensional user space. 
The similarity between them is measured by com-
puting the cosine of the angle between these two 
vectors. 

 

• Correlation-based similarity: Similarity between two 
items i and j is measured by computing the Pear-
son-r correlation. To make the correlation compu-
tation accurate, we must first isolate the co-rated 
cases (i.e., cases where the users have rated both). 

 

• Adjusted cosine similarity: Computing similarity by 
using a basic cosine measure in an item based case 
has one important drawback: the differences in (ra-
ting) scale between different users are not taken into 
account. The adjusted cosine similarity addresses 
this drawback by subtracting the corresponding user 
average from each co-rated pair. 
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Since the item based approach requires at least one user 
having rated both items i and j, the computation is pos-
sible only for a limited set, leading to limited coverage 
which is a common problem in collaborative filtering 
methods, addressed by e.g., Choi and Suh (2013) and 
Desrosiers and Karypis (2011). 
 
Once the set of most similar items is isolated (based on 
the similarity measures), the next step is to look into the 
target user ratings and use a technique to obtain predict-
tions. 
 
Two popular approaches are Weighted sum and Re-
gression as explained below (Sarwar et al., 2001): 
 

• Weighted sum: The prediction of an item for a user 
is computed as the sum of the ratings given by the 
target user on the similar items. Each rating is weigh-
ted by the corresponding similarity between the 
items. This approach tries to capture how the target 
user rates the similar items. The weighted sum is 
scaled by the sum of the similarity terms to make 
sure the prediction is within the predefined range. 

 

• Regression: The basic idea here is to use the same 
formula as the weighted sum technique but, instead 
of using the similar item rating values, this model 
uses their approximated values based on a linear re-
gression model. 
 
In practice, the similarities computed using cosine 
or correlation measures may be misleading in the 
sense that two rating vectors may be distant (in Eu-
clidean sense), but may yet have very high simi-
larity. In such a case, using the raw ratings of the 
"so-called" similar item may result in poor pre-
diction. 

 
In summary, the main advantages of item based col-
laborative filtering methods are that there is no need to 
consider the content of the items being recommended 
and that these approaches scale well with co-rated items.  
 
In general, the main shortcomings of these methods are 
the lack of ability to make recommendations for new 
users and new items, and the limited scalability for large 
datasets (Su and Khoshgoftaar, 2009). 
 

 
3. The proposed method 
 
We now introduce a novel recommendation method 
based on data fusion, UPCV, most closely related to me-
mory based collaborative filtering in the sense defined 
in the comprehensive survey of recommender systems 
by Bobadilla et al. (2013). As such, our approach requi-
res no content analysis. 
 
In UPCV, each user and each item (e.g., a news article) 
is associated with a set A of tokens x (Equation 1), each 
represented as a 32-bit integer (ݔ ∈ ℤ). 
 

A = {ݔ ∈ ℤ | < 0 ≤ [1] {232 > ݔ 
 
When new users or new items appear, their token sets 
are initialized to contain one single random value. In an 
interaction between a user i and an item j (e.g., when 
user i reads the news article j), a small number of tokens 
Xi are copied from the token set of user Ai to the token 
set of item Aj, see Equation 2. 
 
The reverse also happens, see Equation 3. 
 

Ajˊ = Aj ∪ Xi ,  Xi ⊆ Ai ˄ |Xi | ≤ 15/100 Max{|Aj|} [2] 

Aiˊ = Ai ∪ Xj ,  Xj ⊆ Aj ˄ |Xj | ≤ 15/100 Max{|Ai|} [3] 
 
We define the maximum cardinality of a token set as 
256. Prior to reaching this limit, randomly selected to-
kens from the receiving token set are deleted so as not 
to exceed the maximum number. We furthermore limit 
the number of copied tokens |X| to 15 % of the maxi-
mum size of the receiving token set. The selection of 
this percentage does not appear to be critical since some 
of our experiments were made using 5 % and 10 % li-
mits, leading to very similar results. 
 
The result of this procedure is an increasing number of 
common tokens in the respective token sets after each 
interaction. When the same user interacts with several 
items, or when the same item is involved in interactions 
with several users, the token numbers are spread around, 
resulting in similarities among different token sets in the 
system. Since tokens spread in interactions, it is likely 

that similarities between two token sets originate from similar user 
behaviour. Since there is no limit on how far tokens may 
spread, recommendation coverage is not limited. 
 
The similarity S(Ai, Aj) between the token sets of user i 
and item j S(Ai, Aj) is measured using the Jaccard simi-
larity measure (Equation 4). 
 S(݅ܣ, (݆ܣ = |஺೔∩஺ೕ|

|஺೔∪஺ೕ| [4] 
 
From this point on, the making of recommendations is 
straightforward, no matter whether they are user-to-
user (finding users of similar behaviour), user-to-item 
(finding items that may interest the user), item-to-item 
(finding items of similar interest) or item-to-user (fin-
ding users who might be interested in an item); it is only 
necessary to find the token sets (from the total popu-
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lation of size n) that are most similar to the given token 
set. Thus the recommended item j for a given token set 
Ai is defined by Equation 5. 
 ݆ = ݃ݎܽ ݔܽ݉ ,௜ܣ)ܵ  ݇ (௞ܣ = 1. . ݊, ݅ ് ݇ 

 
In contrast to traditional recommenders, our method 
inherently supports distributed computing and distribu-
ted data repositories. Figure 1 illustrates a concept for 
storing user data (token set Ai) at the terminal end, 
while item data (token set Aj) resides at the server end. 
 

 
 

Figure 1: Conceptual illustration of a data transaction 
between user and item data 

 
Tokens exchanged in a transaction (Xi and Xj respecti-
vely) are transferred over the internet. The tokens are 
fundamentally random numbers and irreversible, they 
carry no history, thus exchanging the data poses no 
threat to privacy. This arrangement is motivated by the 
notion that both parties - the user or the owner of the 
item(s) - own and have control over their own recom-
mendation data. We consider this a substantial advan-
tage over the mainstream recommendation systems, sin-
ce it is not only users who may be aware of their priva-
cy, but also enterprises which are reluctant to disclose 
any business critical information to third parties, such 
as to an ecosystem owner. 
 

Figure 2 illustrates a concept for obtaining recommen-
dations from a web service. In this case the user submits 
his/her token set Ai to a web service that has the 
potential to provide several items (token sets Aj respecti-
vely). Such items are recommended for the user which 
have token sets with the smallest distance to the token 
set provided. 
 

 
 

Figure 2: Conceptual illustration for obtaining a recommendation 
 
Once again, all recommendation data for the items in 
the depicted web service is owned by the web service 
itself. From the user point of view, the token set Ai is a 
de facto representation of the user profile in an abstract 
format, basically inherited from other users with some-
what similar behaviour. Therefore, no definite conclu-
sions of personal preferences or history can be drawn. 
 
Furthermore, even with the absence of the user token 
set Ai, such as in a case of a new user, the depicted web 
service may generate item-to-item ("see also") recom-
mendations by searching for the smallest distances from 
the token set of the item j (Equation 6). 
 j = ݃ݎܽ ݔܽ݉ ,௝ܣ)ܵ ݇ ௞) [6]ܣ = 1. . ݊, ݆ ് ݇ 
 
Since the computation involves only the user terminal 
and the server in question, the architecture can be con-
sidered to inherently comply with internet services and 
scale up respectively. 

 
4. Evaluation 
 
4. 1 Data sets 
 
For evaluation of the UPCV method we used data from 
1 575 book club members. The members were asked 
which books they had read and liked. We aimed to pre-
dict the books (hereinafter "items") a user might be in-
terested in by hiding part of the questionnaire data from 
the recommender for use in validation only. We there-
fore divided the sparse data randomly into training and 
validation data sets. Based on the training set, we gene-
rated recommendations for each member aiming to 
predict which books the member would have in the va-
lidation data set. 
 
4. 2 Data gathering 
 
We arranged an online survey about favourite books. 
Bonnier Books Finland provided us with a list of 1 041 
books that have been available for their book club mem- 

bers. This list was divided into a set of shorter lists, 
based on author names, A-D first, E-H next, etc. The 
questionnaire asked respondents to select books they 
had "read and liked". 
 
They were able to select as many books from as many 
lists as they wished. A link to the online questionnaire 
was sent to the book club members. 1 575 book club 
members responded to the questionnaire. The total 
number of individual selections was 55 434, leading to 
an average of 27.6 selections per respondent. The stand-
ard deviation was 25.9, indicating that we had both 
active and inactive readers among the respondents. 
 
Figure 3 illustrates the distribution. 
 
The selections were converted into user-item pairs, 
shuffled into random order and divided into two groups, 
each consisting of 27 717 user-item pairs in random or- 

ItemUser

XiXjAi Aj
Internet

[5]
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Figure 3: Distribution of the number of books (items) selected by respondents (users) 
 
der. We used the first group as training data, while the 
second group remained for validation. 1 481 users had 
at least one selection in both training and validation 
data. 
 
Token sets for all users and all items were created by 
entering the user-item pairs of the training data in the 
recommendation system as an interaction between user 
and item. We then generated recommendations for each 
user by searching token sets of the items that had the 
smallest distance to the token set of the user. 
 
4.3 Quantitative analysis 
 
A recommendation list of length N is considered 
successful if there is a match between a respective user-

item pair in the test data and the N'th recommendation 
for the user on the list. The search starts from the 
beginning of the list, on which highest recommendation 
with smallest distance are provided first. 
 
Figure 4 illustrates that recommendation lists were short-
er for users who had a higher number of books selected 
in the training data. For example, provision of a recom-
mendation list with 5 books would have been achieved 
with 50 % probability when a user had 28 books in the 
training data. 
 
Each dot in the figure represents a group of at least 30 
users. The figure also illustrates intervals that exclude 
the upper and lower 10 % of the users in each group, 
and a best matching trend line (power type). 

 

 
Figure 4: Length of a successful recommendation list (vertical axis) 

when a user had a certain number of books selected in the training data (horizontal axis) 
 

4.4 Qualitative observations 
 
Regarding recommendations made for users with only a 
small number of selections in the training data, the 
quantitative results indicate that a rather long list would 
be necessary for proper recommendation. However, 
even in these cases it seems that the same authors 
and/or authors of the same genre they liked has a ten-

dency to populate the recommendation list. Figure 5 
illustrates one randomly selected example. 
 
Although the quantitative length of a successful re-
commendation is 10, most books in the recommend-
ation list belong to the same genres (thrillers, crime 
fiction) as two out of the three books in the training 
data. 
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5. Discussion 
 
We have described a simple collaborative recommender 
method based on token exchange and designed to pro-
tect privacy and support scalability in a distributed archi-
tecture. We have evaluated its performance by applying 
it to questionnaire data from a book club survey. 
 
The quantitative results were better for the most active 
users. Active readers with more than 28 book selections 
in the training data had over 50 percent probability of 
obtaining a successful recommendation in a list con-
taining no more than five books. 
 

Even for less active readers, the recommender system 
provided selections of a similar genre based on the trai-
ning data related to the user. We emphasize that these 
result were obtained without content analysis. The only 
data a book received initially was a single token contain-
ning one random integer. 
 
The results indicate that the tokens successfully dis-
tributed by interactions among users and items, to-
gether with comparison of various token sets, can pro-
vide meaningful insights for recommendations. 
 

 
6. Conclusions and future work 
 
Our study provides an overview of and evaluation re-
sults for our proposed approach, which is based on ex-
changing tokens. Use of this method can easily be ex-
tended to other application areas since it is not depen-
dent on any particular assumption about the application 
area. Exchanging tokens in social networking sites, for 
instance, might lead to similar tokens for people in the 
closest social network and - consequently - a higher pro-
bability of their receiving similar recommendations. 
 
The method is efficient enough to learn from fairly few 
interactions, as described in the previous example of a 
reader with only a couple of books in the training data. 
With its short required learning time, the method can 
be beneficial for temporary content, such as news 
articles. 
 
Generally, there seems to be a trade-off between pri-
vacy, trust and recommendation quality. If a service has 
a comprehensive view of the behaviour and preferences 
of the user, recommendations may become very accu-

rate. However, in this case, the user must have an in-
disputable trust in the service, otherwise privacy is 
compromised. Our approach has an inherent advantage 
in this respect, since registering any history of actual 
interactions is not required. Therefore, as a last resort 
for privacy, the tokens may be said to have been in-
herited from any interaction; our approach provides a 
fair degree of deniability. 
 
Further studies are necessary to investigate how to as-
sign tokens to item properties (e.g., keywords of a news 
article, or its semantic network). Rather than an inter-
action with the article itself, reading would initiate a se-
ries of interactions with various properties. Recommend-
ations would then aggregate results by finding items 
with the most highly ranked properties for the user. 
 
Moreover, we aim to use considerably larger data for 
evaluation. It is likely that related data mining studies 
(e.g., Segond and Borgelt, 2011) may further help in 
improving and optimizing UPCV. 
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Braille application coating 
 
Jowat AG has developed new coating product for special "Braille" appli-
cations - Perma Coat®. This innovative UV-curing system complies with 
present standards and superior processing parameters. Printed surfaces 
with Braille code can be manufactured by an innovative method - differing 
from conventional high-relief embossing - coating. The technology allows 
application of Braille letters as coating dots using a nozzle applicator, 
which simplifies the production processes while still complying with the 
respective standards. 

 
The new Jowat product ensures meeting of all current demands of valid 
standards for high quality performance with a Braille dot heights of more 
than 0.5 mm. the wide adhesion of this coating, in combination with ist 
excellent flow properties through the nozzle and a fast hardening perfor-
mance under UV light, facilitate inline processing and allow high line speeds 
for the manufacture of folding boxes. 
 
The Perma Coat® coating remains permanently transparent, thereby en-
suring a perfect visual appearance of the folding box. The tactile effect of 
the lacquered Braille dots promotes a clear readability of the information 
on the package. Apart from the "folding box" applications this product 
could be used for any and all printed products which can be finished 
showing Braille letters. 
 
 
New developments of organic and printed electronics 
 
Plastics with modifiable material properties, dimensionally stable as thermo-
plastics, thermosets or elastomers, films or coatings, granular or expan-
ded, are an indispensable part of everyday life. Plastics' structural diver-
sity is now being augmented by a further dimension: with suitable mole-
cular configuration, they can also be used as electrical conductors and 
semiconductors (albeit with still limited mobility of the charge carriers). 
They thus serve as system components of "organic" and "printed" electro-
nics. "Organic" because their transistors, sensors and LEDS are not based 
on silicon or gallium arsenide, but on carbon derivatives. And "printed" 
because two-dimensional circuit patterns can be printed "from the reel" 
with structural fineness of just a few tens of micrometres onto flexible 
and also transparent substrates by using conventional mass printing pro-
cesses (flexo, screen-printing, inkjet). 
 
Integration in objects 

This yields electronically or photonically functionalised surfaces, three-di-
mensionally on all conceivable objects including even textiles. They form 
capacitive touch sensors, large-area luminous fields with OLEDs (organic 
light-emitting diodes), sensors and detectors for environmentally or me-
dically important data such as temperature and humidity. They operate as 
organic solar cells, or as flat, light printed batteries for a wide range of 
miniaturised devices. 

Advanced wide format printer 
 
Xerox has produced a new advanced 
large format inkjet printer for printing 
indoor posters, signs, point-of-purchase 
graphics and banners -IJP 2000. High 
speed is distinguished with stationary 
print heads which allow paper to move 
under five print heads in one single 
pass. 
 

 
 
Faster printing speed offers printing of 
up to 420 square meters per hour. 
High-quality color signs can so be 
printed in five seconds, 9 meter 
banners in one minute and production 
runs of 200 prints in about 20 minutes. 
Fast - instantly dry ink enables 
production of variety of full-color 
products with crisp, precise imagery. 
 
 
Certified eco inks 
 
Mimaki's Sb300 series of dye sublime-
tion inks has been awarded with ECO-
passport certification by Centexbel. This 
certification, which certifies compliance 
with the Oeko-tex standard 100 and 
ECO-passport certification system, 
assures users that inks cause no harm 
when contacted with skin. 
 

 
 
Sb300 ink is aqueous dye sublimation 
ink which has been recently introduced 
to the market. 
 
The ink is optimized for use with the 
Mimaki TS500-1800 textile printer for 
dye sublimation transfer. Mentioned 
printer can operate in a six color mode 
for smooth gradations and higher 
quality light colors, or a four color mode 
for increased productivity. 
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Application driving forces

The driving forces in the development of applications can be found in the 
automotive, pharmaceutical, consumer electronics and "smart" packages 
for foods, medicines and other consumer items. With inexpensive printed, 
radio-frequency identification (RFID) tags, smart packages are capable of 
making merchandise management more efficient and, with dynamically 
updated display fields, of informing the consumer of the best-before date, 
drawing attention to gaps in the cooling chain for sensitive goods and 
guaranteeing the authenticity of high-grade articles by establishing links 
to traceable supply chains. 
 
Next in line are organic displays and touch sensors in premium class cars 
as replacements for mechanical indicators and switches. Then there are 
reversing lights with OLEDs, so that today's LED lights can be replaced to 
save energy. 
 
Flexible displays for e-readers 

Some e-readers with "electronic paper" from E-Ink enjoy widespread po-
pularity because of the energy-efficient, bistable principle of their electro-
phoretic displays. They are essentially ideal for presenting static content 
such as book pages. 
 
The next development step will bring forth lighter, flexible and maybe 
even roll-up e-readers and tablets without the heavy cover glass. The most 
progress here has been made by Plastic Logic that produces backplanes 
of organic thin film transistors (OTFTs), i.e. the active matrix for individual 
pixel control. 
 
What is still hampering the development of organic photovoltaics and dis-
play technology is their hermetic encapsulation to provide protection from 
atmospheric water vapour that corrodes their electrodes and shortens 
their service life. The solution is laminated barrier films, for which trans-
parent layers of amorphous silicon dioxide appear to be very well suited. 
 
OLED lighting 

OLED light sources are competing with established LEDs and halogen 
lamps. They promise dynamically colour-controllable light emitted uni-
formly over a large area and can be attached in architecturally attractive 
ways to the surfaces even of familiar objects in the home. 
 
Organic photovoltaics and batteries 

Organic photovoltaics (OPV) is already commercially available as local sup-
ply sources for mobile data and consumer devices. The long-term pros-
pects include applications in the envelopes of vehicles and buildings (BIPV, 
building-integrated photovoltaics). 
 
Available as system components are printed data memories - in the form 
of the ferroelectric, non-volatile memory films of the Norwegian manu-
facturer Thinfilm. These can be combined with a transistor logic produced 
at contract researcher PARC in California to yield software-addressable 
memory modules. With a printed thermistor as a temperature sensor and 
a display field together with a printed battery, they can be extended into 
a complete measuring system. 
 
Printed batteries are also a focus of system integration. They can be in-
tegrated with display and luminous fields, touch sensors and solar cells in 
packages, textiles and other consumer items, elevating them to new le-
vels of value and functionality. 

Excerpts from a professional article published by Messe Düsseldorf 

New digital flexo UVR 
printing plate 

 
MacDermid has introduced a new digital 

flexo UVR printing plate designed spe-
cifically for use with UV inks. This plate 
is swell-resistant in aggressive UV inks 
and also blasts low dot gain and high 

resolution capabilities. The UVR 55 du-
rometer plate has exceptional drape 

which allow the plate to wrap around a 
narrow web cylinder with smaller re-

peats with relative ease, reducing the 
risk of plate fix. 

 

 
 

It is suited for the narrow web market, 
where UV inks are heavily used. UVR 
plate performance is also comparable 
in water-based inks and is compatible 
with MacDermid's LUX® Platemaking 

Process. 
 

New plates are commercially available 
in thick-nesses of 1.14 and 1.7 mm and 
in format sizes up to 1.321 x 2.032 mm. 
 
 

PUR product adhesives 
 
Planatol has introduced three new poly-

urethane (PUR) graphic adhesives sui-
table for production - gluing at lower 

temperatures of standard graphic pro-
ducts, photo books, illustrated books 

and other high-quality books. 
 

 
 

Planatol 2880 PUR is an adhesive for 
the back spine and it enables excellent 
adhesion even on difficult papers. Pla-

natol 1142 PUR also offers strong adhe-
sion while being soft enough to enable 

very good lay-flat behavior. 
 

This adhesive helps reducing energy 
and emissions. It can be used without 

restrictions at working temperatures 
below 100 °C. 
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Color quality solution 
 
QuadTech has in cooperation with Huber group developed a new solution 
- the new Color Quality Solution which offers faster and reliable method 
for ensuring color control. 
 
Printing control performed directly in the printing system with in-line 
spectral data obtained with control cameras, ink formulation data from X-
Rite and ink dispensing system. 
 

Color Quality Solution is designed on spe-
cial HD quality control cameras of high re-
solution. Color information (spectral color 
curve) is generated for each color target 
and loaded into the ink formulation soft-
ware, which then formulates an ink reci-
pe, based on the ink database. 

 
The ink recipe is sent to the ink dispenser, which prepares the ink batch 
for production. After quality control the ink goes to press. During the 
printing stage the Color Measurement System shows color differences, so-
lid density and dot gain values via operator touch screen. 
 
This novelty enables sharing of the color data in a common format, pro-
cessing it between in-line color control and off-line color measurement 
technology. By that this solution offers potential for significantly reduced 
start-up waste and time savings. 
 
 
High speed digital UV inkjet press 
 
The EFITM VUTEk® HS100 Pro introduced a high-speed digital UV inkjet 
press that represents an alternative to analog equipment. Color accuracy 
and consistency are delivered by innovative imaging technology driven by 
Orion OS software platform which also ensures demanded productivity 
and digital efficiency. 
 
The new technology maximizes ink yield for a lower cost of ownership 
with true grayscale heads and ink delivery system. Innovative Pin & Cure 
technology delivers precise ink lay down ensuring better image quality 
and high production speeds, gloss control, increased color gamut, wider 
output capability and fewer artifacts. By that the downtime, waste and 
loss potential with sophisticated warning and detection systems are mini-
mized. The new UV inkjet printer can run multiple jobs at one time with 
multi-queue, eliminating the need of ripping large layout files. 
 

 
 

Printer enables prints of maximum 3.2 m with the speed of more than 
100 boards per hour or up to 60 boards per hour in Point-Of-Purchase 
(POP) mode. Prints can be made on different materials as styrene, poly-
propylene, paperboard and cardboard. 
 
The system is managed with new user interface Digital-Fiery-Frontend 
application. EFI claims that this kind of technology offers more than the 
alternative classic offset and screen printing production. 

Innovations in RIP software 
 

 
Version 8 of the RIP software family is 
now available after successful develop-
ing innovative software solutions for the 
Large Format Printing (LFP), Commer-
cial Printing, Prepress, Packaging Prin-
ting and Industrial Printing. 
 
The new versions of the Production-
server, Filmgate, Plategate and Proof-
gate can be characterized by their high 
degree of flexibility and scalability. 
Furthermore, all versions are future-
proof ensured by the Value Pack soft-
ware maintenance program. All RIP 
software products version 8 are running 
on the new Adobe PDF Print Engine 3.1. 
Additionally, the Container+ function, 
the Linearization Assistant, the Profiler 
Module PFM and the CutServer has 
been updated with new functions. The 
selection of the media size is now open 
to user defined changes. 
 
All RIP software base products can be 
configured freely via the Output Mana-
gement Sets OMS and the optional Ink 
Saver Module. With Ink Saver, the total 
amount of ink can be reduced by up to 
30 percent without a visible loss of 
quality, which also means a reduction 
of the total printing costs. 
 
The complete new version of the soft-
ware was developed by ColorGate. 
 
 
Near future is in 4D printing 
 
With 3D printing already highly develo-
ped, another innovation is currently 
under research. It is 4D printing, using 
adaptive composite materials. The initial 
concept, introduced by the Massachu-
setts Institute of Technology, enables 
production of objects fixed in one shape 
that can later be changed to take a new 
shape. Further research, conducted at 
the University of Colorado, proved that 
shape memory polymer fibres incorpo-
rated into the composite materials 
obtained in traditional 3D printing, can 
result in the production of shape-
changing objects. 
 
The ability of shape memory polymer 
fibres to generate desired shape 
changes of the composite material is 
based on different physical mechanisms 
and on how the architecture of the 
fibres is designed, including their loca-
tion, orientation and other factors.
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Inks of new generation 
 

The Universal Mild Solvent - UMS inks are 
Mutoh's fourth generation of mild solvent 
inks. Developed specially for Mutoh's roll-to-
roll sign & display wide-format printer port-
folio and intended for long-term outdoor and 
indoor applications. 

 
These new UMS inks offer an outdoor UV resistance of up to three years 
without lamination and are virtually odor-free, therefore no ventilation is 
necessary in the workplace. 
 
According to the manufacturer, these new inks offer a unique and in-
novative blend of high quality durable color pigments, a new mix of re-
sins and, a new combination of milder and non-aggressive solvents. They 
offer an unrivalled color gamut and a unique media gloss preservation. 
The inks are suited for both high quality and high speed printing, hardly 
requiring any printer maintenance and are fixed and dried at regular heat-
ing temperatures. 
 
UMS inks consist of highly durable color pigments grinded to nano-size 
level (< 100 nm), a new blend of milder and non-aggressive solvents and 
a new mix of resins. The resin mix enables optimum adhesion of the pig-
ments to the substrate, creating a uniform and smooth ink layer. 
 
Available in bulk 1 liter bottles and 440 ml cassettes UMS inks are suited 
for a wide variety of applications like posters, banners, backlit signage, 
fleet signage, wall coverings, fine art, POS displays, billboards, building an-
nouncements, etc. 
 
 
Flame resistant and magnetic papers 
 
Antalis has presented two new special papers - Maine M1, a flame retar-
dant coated paper, and MagneCote, a paper with magnetic properties. 
 

 
 

Flame retardant paper Flamstop Maine M1 is a media primarily intended 
for commercial applications. The basis for the development of the paper 
has been ensuring public safety. The product is, with an increased white-
ness, gloss and a reduced drying time, suitable for offset, screen and di-
gital printing of large formats. 
 
The Maine M1 range is available with FSC® certificate for one side (120 g) 
and both sides (185, 250, 320 and 770 g) printing. 

 
MagneCote presents a true magnetic paper with 
printing properties of ordinary paper and acting's 
of a magnet. It was designed by combining pre-
mium coated papers with a proprietary magnetic 

layer (20% paper and 80% magnetic coating). It can be used by all prin-
ting technologies - offset, inkjet, HP and dry toner. 
 
MagneCote paper is suitable for any usual post-press operation: it can be 
saddle stitched, perfect bound, foil stamped, embosssed, die cut, scored, 
folded or perforated. 

A printer for greater 
productivity 

 
As a result of cooperation with many 
partners and results from every team 

involved, Riso developed the new 
ComColor line of printers. The focus 
was shifted from the high speed to 
higher productivity, reducing total 

downtime and increasing output print 
speed by developing new features and 

functions designed to reduce hassle 
and to complete tasks sooner. 

 

 
 

In order to make the most of the high 
speed and allow achieving the desired 
results across a range of purposes, a 

new technical approach is adopted, 
thus expanding the lineup of periphe-

rals, matching inks and papers, and 
developing printer's image processing 
capabilities. These new functions will 

allow customers to raise their work pro-
ductivity to even greater levels. 

 
 

Innovative content and 
color proofing solution 

 
Created primarily for newspaper pro-

duction, UB2 certified softproof, hard-
proof and annotation workflow for do-
cuments and images is possible to use 
within a web browser, throughout the 

design, review and production process. 
 

 
 

PrintPreview UB2 introduces a new do-
cument review capability to WebShare 
UB2, with hierarchical annotation sup-

port. This works with multiple-page do-
cuments, as well as with all major ima-

ge formats. It tracks document versions 
and allows signing off all ready-to-go 

documents. 
 

Annotation author, project title, file sta-
tus and due date information is indexed 
and searchable via the Spotlight search 

feature. The annotation access e-mail 
includes a URL which allows users to 

jump directly from the e-mail into the 
annotation board by entering the cre-
dentials only. UB2 was developed and 
released by German Helios and certi-

fied by FOGRA. 
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New New Media 
 
Media ecologist and communicator scholar, Paul Levinson presents in the second 
edition of his book New New Media, a keen insight into the effects of computer-
based communication forms. The book documents author's encounters with various 
contemporary forms including blogging, wikis, podcasts, and social networks like 
Facebook and MySpace. 
 
Along with a multitude of examples from actual web experience the "new new" 
media is compared with traditional media. Beside mentioned suggestions on how to 
widespread adoption of these new forms will affect existing social institutions and 
attitudes is described. 
 
Besides useful understanding of the mechanics of Twitter, YouTube, Facebook, Wi-
kipedia and other types of new media the book also discusses the impact of this so 
called "new new" media - Foursquare, Pinteres, WikiLeaks, Anonymous, and Gog-
gle+ on our society. Levinson's down-to-earth discussion of the "new new" media is 
an effective introduction to the impact of cyberspace structures and institutions on 
our current media environment. 
 
 

 
 
New New Media 
Author: Paul Levinson 
Publisher: Pearson; 2nd edition (2012) 
ISBN: 978-0205865574 
240 pages 
160x13x234 mm 
Paperback 

 
 
3D Printing for Artists, Designers and Makers: 
Technology Crossing Art in Industry 
 
This work presents the research by Stephen Hoskins and his 3D team at the Centre 
for Fine Print Research, world leaders in the development of techniques for 3D prin-
ting in ceramics. The book explains how the creative industries are directly inter-
facing with this new technology and how it is changing the practices of many artists 
and designers across the globe. A selection of case studies of leading practitioners 
in their respective disciplines reveals this fascinating process in action. It includes a 
history of 3D printing, from its origins in aerospace to its current, diverse applicati-
ons in bio-medics and Formula One racing, through to furniture design and jewelry. 
 
It is a fascinating investigation into how the applied arts continue to adapt to new 
technologies and is suitable for academics and 3D print users from both the arts 
and science backgrounds, as well as artists, designers, those in creative industries 
and anyone who has an interest in new technological developments. 

 
3D Printing for Artists, Designers and Makers: 

Technology Crossing Art in Industry 
Authors: Steve Hoskins, Stephen Hoskins 
Publisher: Bloomsbury Visual Arts (2014) 

ISBN: 978-1408173794 
144 pages 
Paperback 
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Stretchable Electronics 
 
Requirements for technology are daily becoming more creative and inno-
vative and the field of electronics is leading the way to more advanced 
appliances. In this book the undisputable knowledge of some of the most 
outstanding scientists in the field is assembled explaining how to make 
electronics stretchable. 
 
Therefore the book focuses on gathering and evaluating the materials, 
designs, models and technologies that enable the fabrication of fully elas-
tic electronic devices which can sustain high strain. It provides a com-
prehensive review of the specific applications that directly benefit from 
highly compliant electronic, including transistors, photonic devices and dif-
ferent sensors. 
 
In addition to stretchable devices, the topic of ultraflexible electronic is 
treated, highlighting its upcoming significance for the industrial-scale pro-
duction of electronic goods for the consumer market. 
 
The book is divided into four parts which cover theory, materials and pro-
cesses, circuit boards, devices and applications. 
 

 
 

Stretchable Electronics 
Editor: Takao Someya 
Publisher: Wiley-VCH (2013) 
ISBN: 978-3527329786 
484 pages 
178x25x249 mm 
Hardcover 

 
 
Fundamentals of Information System 
 
This 6th edition presents the latest concise overview of fundamentals of 
information system. In nine short chapters core principles of information 
systems are explored, providing readers an engaging overview of the to-
days discipline and the rapidly changing role of today's information sys-
tem professional. More than 50 new references in each chapter bring the 
latest information system topics and examples to the forefront, while new 
opening vignettes, cases and special interest features clearly demonstrate 
the emphasis today's organizations place on innovation and speed. 
 
The book provides new discussions on multimedia in business, application 
developments for new devices, cloud computing, forecasting, and other 
issues reshaping information systems today. This edition presents some 
of the most recent research on virtual communities and work structures, 
including the knowledge on how social networking sites are assisting vir-
tual teams and how companies are effectively using virtual organizational 
structures with mobile workers. 
 
This book enables the readers the complete overview that they need to 
function more effectively as workers, managers, decision makers, and or-
ganizational leaders in business today. 
 
 

Fundamentals of Information System 
Authors: Ralpf Stair, George Reynolds 

Publisher: Cengage Learning; 6th edition (2011) 
ISBN: 978-0840062185 

504 pages 
188x20x246 mm 

Paperback 

Digital Textile Design 
Authors: Melanie Bowles, Ceri Isaac 

 
Publisher: 

Laurence King Publishers, 
2nd edition (2012) 

ISBN: 978-1780670027 
192 pages 

277x18x213 mm 
Paperback 

 
Digital Textile Design is covers all the 

fields of digital designing and printing. 
 

The book examines how designers can 
access this technique, looking at the 
work of those currently exploring its 
possibilities, and provides an insight 

into the technology involved in digital 
textile printing. 

 
The work is an excellent guide for 

students and practitioners who are 
starting the exploration of digital 

printing. 
 
 

Development of high quality 
printing paper using kenaf fibers 

Kenaf (Hibiscus cannabinus), an 
alternative fiber for the pulp and paper 

industries in developing countries 
Author: Alireza Ashori 

 
 

Publisher: 
Lap Lambert Academic 

Publishing (2010) 
ISBN: 978-383832112X 

172 pages 
150x10x226 mm 

Paperback 
 

Kenaf, a fast-growing plant, grows wild, 
but is also widely cultivated. Its fibre is 

applied for many industrial purposes. 
 

In this research the investigation of 
suitability of Malaysian cultivated kenaf 
fibers in the production of high quality 

printing paper was investigated. Beside 
the chemical, morphological and pulp-
ing properties of different fractions of 

kenaf, the production of bleached pulp 
using environmentally-friendly method, 

TCF, is presented. Beside mentioned, 
the conventional ECF bleaching se-

quences are also used to compare the 
results with the TCF sequences. 

 
The research also presents polymer 
deposition, surface topography and 

printability. The overall conclusion is 
that whole stem kenaf is an attractive 
raw material that is suitable for use in 
the production of high quality printing 
paper in areas where forest resources 

are limited or inadequate. 
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Mass Media Law: The Printing Press to the Internet 
 
With the development of digital media, the law and regulations are now 
the dynamic legal territory. Mass Media Law presents a textbook designed 
to introduce students to the panoply of legal theories raised by the In-
ternet revolution as well as those supporting traditional media. The book 
takes a historical approach beginning with the printing press and the tele-
graph and proceeding to the digital technologies of today, such as social 
media and search engines. 
 
Concepts such as defamation, broadcast regulation, privacy, and free ex-
pression are covered along with new media legal theories including In-
ternet exceptionalism, cyber libertarianism, and digital speech and demo-
cratic culture. These are mostly introduced to explain why traditional theo-
ries such as First Amendment medium-specific analysis, common carriage 
and network neutrality are just as relevant today as they were in the early 
twentieth century. 
 
In order to help readers develop critical reasoning skills, each chapter 
opens with a highly readable real-world vignette and goes on to identify 
and explain legal doctrines and tests. Key passages from court opinions 
are highlighted, and each chapter closes with a list of online media law 
resources and thought-provoking questions, including legal hypotheticals, 
to give readers a solid understanding of the area in question. 
 
 

Mass Media Law: The Printing Press to the Internet 
Author: Arthur S. Hayes 

Publisher: Peter Lang International 
Academic Publishers (2013) 

ISBN: 978-1433107566 
304 pages 

251x18x175 mm 
Paperback 

 
 
Signal Integrity Issues and 
Printed Circuit Board Design 
 
With the rapidly developing electronics, there is a need for a basic, com-
prehensive text that explains how to successfully design boards for any 
high-speed application problems and their solutions. 
 
Following an easy-to-understand electronics primer for every PCB de-
signer, author offers practical, real-world solutions for every important 
signal-integrity problem. 
 
The book offers an insight into essential electronic concepts, EMI prin-
ciples and controls, controlling signal reflections, power systems stability 
and conditioning and many more topics. 
 
This book covers even more design rules, specific recommendations, ex-
amples, illustrations, and diagrams. 
 

 
Signal Integrity Issues and 
Printed Circuit Board Design 
Author: Douglas Brooks 
Publisher: Prentice Hall (2012) 
ISBN: 978-0133359473 
432 pages 
180x23x229 mm 
Paperback 

Environmentally Benign 
Approaches for Pulp Bleaching 
Author: Pratima Bajpai 
 

Publisher: 
Elsevier Science; 
2nd edition (2012) 
ISBN: 978-0444594211 
416 pages 
191x30x234 mm 
Hardcover 

 
Globally increasing of pulp and paper 
production will also continue to increase 
in the near future. To cope with the in-
creasing demand, an increase in pro-
duction and improved environmental 
performance is needed as the industry 
is constantly pressured to reduce envi-
ronmental emissions to air and water. 
 
New pulping and bleaching technology, 
strict effluent regulations, environment-
al pressure groups and new market de-
mands have had a considerable influen-
ce on modern bleaching practices. 
 
This book offers updated information on 
environmentally benign approaches for 
pulp bleaching, which can help solve 
the problems associated with conven-
tional bleaching technologies. 
 
 
The Digital Print: 
Preparing Images in Lightroom 
and Photoshop for Printing 
Author: Jeff Schewe 
 

 
Publisher: Peachpit Press; 
1st edition (2013) 
ISBN: 978-0321908452 
336 pages 
Paperback 

 
Renowned photographer, educator, and 
author Jeff Schewe presents targeted 
chapters on digital printing from Light-
room and Photoshop and shares his ex-
pert techniques for optimal output and 
fine-art reproduction. 
 
A companion to The Digital Negative: 
Raw Image Processing in Lightroom, 
Camera Raw, and Photoshop, this book 
teaches how to take already perfected 
images and optimize them for the best 
quality final printing. 
 
Readers can learn about different prin-
ter types and principles of color mana-
gement so that expected results can be 
achieved. Strategies on proofing, sharp-
ening, re-solution, black-and-white con-
version, and workflow, as well as on 
identifying the attributes that define a 
perfect print are also presented. 

 

 

 



212 BOOKSHELF - J. PRINT MEDIA TECHNOL. RES.  2(2013)2, 209-212 

04 Jan. 14 Books(Academic)-E2(ml) 

 

Publisher: Hartley and 
Marks Publishers, 
4th edition (2013) 

ISBN 978-0881792126 
382 pages 

234x137x20 mm 
 Paperback 

Properties and print quality of recycled papers 
 
The aim of the thesis was to investigate graphic papers made of recycled and 
virgin fibres, their print quality and durability. In the research study, two 100% re-
cycled papers and two wood-free papers made of virgin fibres were included. The 
basic, mechanical, surface and optical properties of papers, their fibre components 
and surface structure were determined. The papers were examined with the UV/VIS 
and FT-IR spectroscopy. To determine print quality, the investigated graphic pa-
pers were printed on with the electrophotographic printing technology, using dry 
toners, and later evaluated with image analysis. Beside mentioned the research of 
accelerated aged papers and prints was made with treatments using increased tem-
perature and humidity and irradiation of xenon arc lamp. After treatments some 
paper properties, surface structure, and the UV/VIS and FT-IR spectroscopy were 
determined once again. The print durability of offset and electrophotography which 
uses liquid toners was evaluated with spectrophotometric measurements and with 
new chrominance histogram method. 
 
The results showed that some mechanical properties ensure better resistance of re-
cycled papers due to their larger fibre fibrillation and more filled structure between 
fibres. Due to small ink particles that were left in the pulp and smaller content of 
optical brighteners, recycled papers had lower brightness. The prints on recycled 
papers established slightly smaller colour gamut. Nevertheless, the results showed 
that recycled papers are suitable for everyday office use. During accelerated age-
ing, the tensile strength of investigated papers reduced. The results proved slightly 
better light fastness of optical properties and degree of polymerization for recycled 
papers. Moreover, the results showed hydrolytic and oxidative degradation of cel-
lulose, this being most noticeable at the uncoated recycled paper. The results also 
revealed different colour stability of prints where the effect depended on the pig-
ment type in ink and paper coating. The type of fibres did not influence print dura-
bility. A new method of assessing the light fastness of prints with the image chro-
minance histogram quantification proved very useful and led to valuable results. 
 
 
 
Design of self-adhesive labels by microencapsulation adhesive 
 
The main objective of this study was to prepare innovative silicone liner-free labels. 
This can be achieved by the adhesive "self protection" thanks to its incorporation 
into microcapsules. This allows the preparation of "dry labels" gluing under the 
application of a pressure, which induces the rupture of the microcapsules, thus re-
leasing the core material, a pressure sensitive adhesive. 
 
The first step was to analyse three water-based PSA in view of their encapsulation. 
Then, the most suitable adhesive was microencapsulated by coacervation (using 
biopolymer as shell) and by in situ polymerisation. Two other encapsulation pro-
cesses (spray-cooling and spray-drying) were also carried out and were compared 
with the two former processes. Coating colour formulations were prepared with 
spray-cooling microcapsules (the most adhesive ones). Coating trials were carried 
out by blade coating and by screen printing. 
 
Compatibility between microcapsules and the label making process, using a flexo-
graphic printing press, was determined. Finally, the mains characteristics of the 
prepared innovative products (adhesion, application pressure) were compared to 
industrial self-adhesive homologues, and found that they could be suitable for the 
preparation of silicon liner-free envelops and stamps. 
___________________________________________________________________ 
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Media Port 
 
Berlin, Germany 
7 to 9 October 2013 
 
One of the events related to the IFRA Expo & conference and the 
International Newsroom Summit is the Media Port Agenda, that will offer 
strategies and solutions for efficient processes, multi-channel publishing, 
community building and paid content for the newsroom. 
 

 
 
The Media Port agenda includes the following topics: 
 

 Community building: Video, blogger networks and social media at 
Digital First Media in the USA, Hürriyet in Turkey, Warum Verlag in 
Germany and others; 

 
 Monetising digital: Paywall solutions at Sanoma in Finland, 

Regionalmedien Austria, Dépêche Du Midi in France and others; 
 

 Efficient workflows in the newsroom: CMS and more at Axel 
Springer in Germany, Shaw Media in the USA, Direktpress in 
Sweden and others; 

 
 Responsive design: Best practices at Irish Times, Polaris Media in 

Australia, DuMont Net in Germany and others; 
 

 Hyperlocal publishing: The local approach of Umuntu Media in 
South Africa, Johnston Press in the UK, WAZ NewMedia in 
Germany and others. 

 
 
Print Fair 
 
Mumbai, India 
6 to 10 November 2013 
 
In collaboration of Printweek India and Goethe In-
stitut, this five-day event to showcase the depth and 
breadth of top print work and print ideas in India. 
The intention of the Print Fair is to represent the full 
spectrum of the best of Indian print work. 
 
At Print Fair, the best print samples from the PrintWeek India Awards with 
a range of diverse interests, will be laid out and documented for the be-
nefit of the visitors, which will include students, designers, print produc-
tion professionals, print buyers, brand owners, etc. Besides this, Print Fair 
will feature an array of print workshops, panel discussions, and print-re-
lated film screenings on each day of the show. A B2B workshop, which is 
also slated at the fair, will have print companies discuss print innovations 
and trends for the audience from design community. 

Contec 
 
Frankfurt, Germany 
8 October 2013 
 

 
 

As a prelude to the Frankfurt Interna-
tional Book Fair (9 to 13 October 2013) 
the Frankfurt Academy will introduce 
Contec, a conference designed to en-
courage sinergy among all members of 
the publishing community. This new 
conference format will certainly contri-
bute to the rapidly changing face of the 
Book Fair. Contec will reflects an indus-
try in which publishing and technology 
are already inextricably intertwined. 
What was once seen as a "clash of cul-
tures" is well on its way to achieving a 
symbiotic balance, and Contec will be 
exploring this "new publishing experi-
ence". Participants will be introduced to 
new voices from startups and small in-
novative companies, self-published 
authors, trade and academic publishers, 
library specialists from all over the world. 
With no formal presentations, the ses-
sions will be focused on dialogue and 
exchange on a range of essential topics, 
including data, the future of booksel-
ling, the implications of self-publishing 
on the industry, responsive design, me-
tadata, rights, distribution, trends, fore-
casts, partnerships with tech sector and 
startups. This engaging program is in-
tended to offer the tools needed to move 
the business forward. 
 
 
Paperex 
 
New Delhi, India 
24 to 27 October 2013 
 

 
 

Paperex is a renowned business plat-
form in form of international exhibition 
and conference for the pulp, paper and 
allied industries. A presence of more 
than 500 leading exhibitors from over 
40 countries is expected, with more 
than 30000 visitors from around the 
globe. A high level technical conference 
will be organized in addition, to serve 
the industry as a forum for experts to 
share their knowledge and experience. 
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Print & Packtech World Expo-2013 
 
Bangalore, India 
27 to 30 September 2013 
 
Printing and Packaging has experienced revolutionary changes. It's 
amazing and breathtaking to compare anything and everything that's 
happening today. With what used to happen may be 10 years back, it is 
no longer the world of unpacked things, virtually everything on earth can 
be packed. Packaging is no longer meant for the mere protection of a 
product but has become critical market differentiator. 
 

Print & Pack World Expo-2013 will be the pre-
mier exhibition for the printing and packaging in-
dustries, raising awareness and augment Indian 
printing and packaging capabilities, spurring both 
sectors to new heights. 

 
Print & Pack World Expo-2013 will be tailor-made to reflect the market's 
evolutionary path driven by new needs, competition, technology, channels 
and other developments. The exhibition will have a special focus on the 
integration of processes in printing and packaging and its supply chain as 
this will eventually lead both industries to claim market leadership. 
 
The exhibition will present excellent opportunities for the industries to 
evaluate its investing decisions in printing and packaging. 
 
 
Paper-Me 2013 
 
Cairo, Egypt 
28 to 30 November 
 

 
 

Paper Middle East Exhibition is the premier event for Middle East & North 
Africa's pulp, paper, tissue, paper board making and products industries. 
It is the only international paper exhibition sponsored and supported by 
all paper industry-related governmental departments and nationwide trade 
associations of Egypt. 
 
The most important specialized fair for the global paper, paperboard, tis-
sue and converting industry, where all nations and customers from all 
over the world will be gathered, as well as the Middle East and Arabian 
countries with high purchasing and decision making power in one place. 
 
The Middle East is a fast growing market with a population of over 450 
million people. It is reported recently that the Middle East is the future of 
paper production and consumption and import in the world. The Middle 
East and North Africa offer a wealth of opportunities for the paper, board, 
tissue manufacturers and suppliers. 
 
Paper Middle East Exhibition (PaperME) continues to grow going from 
strength to strength. It posted a significant increase of 30% in the num-
ber of exhibitors and 19.67% in the number of visitors in comparison to 
the last edition of the event. PaperME is considered to be the natural 
venue of machinery manufacturers interested in international expansion 
for their products throughout the MENA region. 

Pamex 
 

New Delhi, India 
14 to 17 November 2013 

 

 
 

This year's edition of Pamex will feature 
new developments in machinery and 

materials and will showcase generation 
next technologies from worldwide solu-

tion providers across categories from 
pre-press to post-press and everything 
in between. Over 30000 visitors from 

25 counties are expected to visit Pamex 
and check more than 300 exhibitors. 

 
 

 
 

WAN-IFRA is continuing a successful 
series of specialized regional events. 

 
 

Digital Media Latinoamérica 2013 
 

Bogota, Colombia 
30 and 31 October 2013 

 
The Latin American news industry is ta-
king its own digital path. Building on the 

success of our Digital Media events in 
Europe, Asia and India, which attracted 

over 800 senior publishing executives 
Digital Media Latinoamérica (DML) is a 

chance to network with like-minded col-
leagues from across the publishing ind-

ustry who strive for that essential ad-
ded edge in today's hyper-competitive 
publishing environment. It is designed 

for the most forward thinking top, mid-
level and executive media managers. 

 
 

Digital media Asia 
 

Kuala Lumpur, Malaysia 
12 to 14 November 2013 

 

 
 

Fifth Digital Media Asia conference will 
gather approximately 300 participants 
from 32 countries, representing over 

150 media companies and suppliers to 
the news publishing industry. Some of 

the hot topics to be discussed will inclu-
de: Content issue; Implementing Big 

Data; Integrating print and online met-
rics; The power of publisher's adverti-

sing partnerships; Start-ups meet pub-
lishers; Monetizing online video; From 
newspaper to broadcaster; New ways 

to increase mobile revenue; Latest 
trends on digital and e-commerce. 



 
 

Call for papers 
 
 

The Journal of Print and Media Technology Research is a peer-reviewed periodical, pub-
lished quarterly by iarigai, the International Association of Research Organizations for the 
Information, Media and Graphic Arts Industries. 
 
Authors are invited to prepare and submit complete, previously unpublished and original 
works, which are not under review in any other journals and/or conferences. 
 
The journal will consider for publication papers on fundamental and applied aspects of at 
least, but not limited to, the following topics: 
 

 Printing technology and related processes 
Conventional and special printing; Packaging, Fuel cells and other printed 
functionality; Printing on biomaterials; Textile and fabric printing; Printed 
decorations; Materials science; Process control 

 

 Premedia technology and processes 
Color reproduction and color management; Image and reproduction quality; 
Image carriers (physical and virtual); Workflow and management 

 

 Emerging media and future trends 
Media industry developments; Developing media communications value systems; 
Online and mobile media development; Cross-media publishing 

 

 Social impacts 
Environmental issues and sustainability; Consumer perception and media use; 
Social trends and their impact on media 

 
Submissions for the journal are accepted at any time. If meeting the general criteria and 
ethic standards of scientific publishing, they will be rapidly forwarded to peer-review by 
experts of high scientific competence, carefully evaluated, selected and edited. Once 
accepted and edited, the papers will be printed and published as soon as possible. 
 
There is no entry or publishing fee for authors. Authors of accepted contributions will be 
asked to sign a copyright transfer agreement. 
 
Authors are asked to strictly follow the guidelines for preparation of a paper (see the 
abbreviated version on inside back cover of the journal). Complete guidelines can be 
downloaded from: 

http://www.iarigai.org/publications/ 
 

Papers not complying with the guidelines will be returned to authors for revision. 
 

Submissions and queries should be directed to: 
 

journal@iarigai.org or office@iarigai.org 
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